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1 Fixed E¤ects, Di¤erences-in-di¤erences, and Panel
Data

The key strategy to identify causal e¤ects with regression was to control for
confounding factors. With IV, the confounding factor remains unobserved,
and we solved the identi�cation problem by �nding an instrument correlated
with the regressor of interest but not with the confounder. These are
the basic strategies to deal with confounding factors, and they form the
core of the toolkit of the empirical economist. But there are variations
on these themes, and strategies which place some particular structure on
the confounder or the variable of interest. We will deal with these in this
chapter and the next.

We start in this chapter with strategies which exploit the time struc-
ture of the data, and which put restrictions on the way the confounding
factor evolves over time. These strategies are �xed e¤ects, and its cousin
di¤erences-in-di¤erences. We also discuss the idea of controlling for lagged
dependent variables, another strategy which exploits timing. We will point
out that the lagged dependent variable strategy is simply regression control,
and hence distinct from �xed e¤ects and di¤erences-in-di¤erences.

1.1 Individual Fixed E¤ects

Consider the problem of estimating the union wage di¤erential. Let yit
equal log earnings of worker i at time t, and dit the individual�s union status.
We are interested in the causal e¤ect of union membership (or coverage by
a union contract) on earnings. However, we are concerned that union �rms
may hire di¤erent types of workers. For example, union �rms may hire
workers who are more able or more motivated on average. We are willing to
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make the assumption that E(y0itjAi;Xit; t;dit) = E(y0itjAi;Xit; t), i.e that
union status is as good as randomly assigned conditional on worker ability
Ai, maybe some other covariates Xit, like age, and an aggregate time e¤ect
(for example, the propensity of workers to join unions may change over
time).

The �rst important assumption we have made is that the e¤ect of ability
on earnings is time invariant, i.e. ability does not evolve over time. As a
result, Ai appears without a time subscript. Moreover, we postulate

E(y0itjAi;Xit; t) = �+ �t +A0i
 +Xit�; (1)

i.e. the e¤ects of ability and time enter earnings in a linear and additive
fashion. These are much more structural assumptions than those necessary
for regression and IV in the previous chapters. We are saying that (coun-
terfactual) non-union earnings evolve in parallel for union and non-union
members, and there is no interaction between union status and the time
trend in earnings. Identi�cation here relies a lot on these functional form
restrictions but this also buys us a lot.

Finally, we assume that the causal e¤ect of union membership is additive
as well

E(y1itjAi;Xit; t) = E(y0itjAi;Xit; t) + � = �+ �t + � +A0i
 +Xit�:

This implies

E(yitjAi;Xit; t) = �+ �t + �dit +A0i
 +Xit�:

It is now obvious that we like to run the regression

yit = �+ �t + �dit +A0i
 +Xit� + "it (2)

but we do not observe ability.1 This regression is very similar to the one we
were interested in to estimate the returns to schooling. The main di¤erence
between this regression and our earlier one, and the key to identi�cation, is
that we now observe earnings and the causal variable of interest over time
(and hence both of them are indexed by i and t), the regressor of interest

1 It is possible to allow for some heterogeneity in the �xed e¤ects model. If the treatment
e¤ect is heterogeneous so that yit = �i + �t + �idit + "i, using standard arguments as in
section ??, it is easy to see that the �xed e¤ects estimator estimates the average treatment
e¤ect on the treated E(y1i � y0ijdit = 1). The important restriction of the model is that
�i and �t are additive and there is no heterogeneity in �t.
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dit varies over time, while the unobserved confounder Ai is time invariant.
De�ne

�i = �+A
0
i
:

We can then rewrite (2) as

yit = �i + �t + �dit +Xit� + "it: (3)

The model in equation (3) can be estimated as a �xed e¤ects model, i.e.
treating �i as a parameter to be estimated. We have estimated the regression
we want without observing Ai directly!

In practice, with many individuals it is typically not feasible to estimate
the coe¢ cients on the individual dummy variables in equation (3) directly.
Instead, the model is either estimated by di¤erencing out the �xed e¤ect

�yist = ��t + ��dit +�Xit� +�"it (4)

or by taking deviations from means. Note that taking means across time for
each individual yields

yi = �i + �+ �di +Xi� + "i

so that

yit � yi = �t � �+ � (dit � di) +
�
Xit �Xi

�
� + "it � "i;

which also sweeps out the individual e¤ect. The deviations from means es-
timator for � and � is identical to the dummy variables estimator, but it is
only identical to the �rst di¤erence estimator if there are only two periods.
For more periods, if "it is iid, then the di¤erence estimator introduces serial
correlation in the new error �"it. This would have to be accounted for in
calculating the covariance matrix. Regression packages will typically imple-
ment the deviations from means estimator, with an appropriate adjustment
for the degrees of freedoms lost in estimating the N individual level means.
This estimator will often be referred to as the within estimator, and the
procedure as absorbing the �is.2

Our discussion highlights that controlling for Ai is central here, since we
believe that Ai and dit are correlated. We know from the omitted variables
bias formula how the regression coe¢ cient from the short regression without

2Notice that the individual �xed e¤ects (estimates of which could be recovered from
the residuals after applying the deviations from means estimator) are not being estimated
consistently in a panel where the number of periods T is �xed while N !1.

3



Ai or �i di¤ers. Nevertheless, the short regression has a life of its own in the
econometrics literature. The literature realizes that the omission of a time
invariant factor from the regression will lead to correlated residuals across
observations, i.e.

yit = �t + �dit +Xit� + uit (5)

uit = �i + "it:

This case is called the random e¤ects model, where �i is now considered part
of the residual, not a parameter to be estimated. Interpreting estimates
from (5) causally requries the stronger assumption E(y0itjXit; �t;dit) =
E(y0itjXit; �t), where we are no longer conditioning on Ai. The random
e¤ects model involves estimating the short regression by GLS to deal with
the correlation in the residuals. While there may be good reasons why we
want to run the short regression, we prefer to apply OLS in this case, and
�x the standard errors as discussed later. The reasons are the same as those
for not weighting regressions to address heteroskedasticity . The CEF may
not be linear and OLS remains the BLP. 3

Freeman (1984) estimates union wage e¤ects under the assumption that
selection into union status is based on �xed individual characteristics. His
Table 6 displays estimates for the union wage e¤ects from four data sets used
by Freeman using both the cross section and the �xed e¤ects estimator. The
cross section estimates are typically higher (in the range of 0.15 to 0.25) than
the �xed e¤ects estimates (in the range 0.10 to 0.20). This may indicate
positive selection of union workers.

One problem with �xed e¤ects estimation is that it tends to accentuate
measurement error problems. The reason is that many economic variables
like union status are fairly persistent (a union worker this year is most likely
also a union worker next year) while measurement error is often much more
transitory (union a¢ liation may be misreported or miscoded this year but
not next year). In a cross-section, the union status may only be misreported
for relatively few workers compared to the total number of unionized work-
ers. But many of the observed transitions in and out of unions, which is
the variation the �xed e¤ects estimator exploits, will actually be spuriously

3The distinction between �xed and random e¤ects is not really critical for identi�cation
of the treatment e¤ect �. Key is whether we assume E(y0ij�i;Xit;dit) = E(y0ij�i;Xit) or
E(y0ijXit;dit) = E(y0ijXit). Even with E(y0ij�i;Xit;dit) = E(y0ij�i;Xit) it is possible
to treat �i as a random e¤ect for estimation purposes, albeit one correlated with dit. See
Chamberlain (1984) for details on how this can be done and Card (1996) for an application
to union wage e¤ects.
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created by the measurement error, while there are few true transitions. In
relative terms, the measurement error problem is much worse when using
�xed e¤ects, and this may also explain the di¤erence between the cross-
sectional and the �xed e¤ects estimates reported by Freeman (1984).4

The insights from the discussion of measurement error are more general.
Taking out �xed e¤ects may remove a lot of the variance in the variable of
interest dit or sit. Our assumption is that this variance is harmful in our
exercise because (part of) it is correlated with the individual �xed e¤ect.
However, as we have seen in the measurement error case, it is quite possible
that taking out �xed e¤ects removes both good and bad variation. This
is particularly troubling if the �xed e¤ects strategy is imperfect, and some
bad variation is left in the �xed e¤ects estimates. Because much of the good
variation has been �ltered out, the consequences of the bad variation also
get magni�ed. Hence, it easy to throw out the variation in the baby with
the omitted variables bathwater.

An example for this type of concern is related to twin based estimates of
returns to schooling. Ashenfelter and Krueger (1994) and Ashenfelter and
Rouse (1998) present estimates of the returns to schooling among twins,
controlling for twin pair �xed e¤ects. Hence, these estimates compare the
di¤erence in earnings across twins to di¤erences in their schooling. The idea
is that ability is related to either genetics, family background, or school envi-
ronment, which are all captured by the twin �xed e¤ect. The authors argue
that any remaining di¤erence in schooling should therefore be unrelated to
ability.

But how do di¤erences in schooling come about between individuals who
are otherwise so much alike? Bound and Solon (1999) point out that there
are small di¤erences between twins, with �rst borns (here di¤erences in
birth date are measured in minutes) typically having higher birthweight but
also higher IQ scores. While these twin di¤erences are not large, neither
is the di¤erence in schooling. Hence, a small amount of unobserved ability
di¤erences among twins could be responsible for a large amount of bias in
the resulting estimates.

1.2 Di¤erences-in-di¤erences: Pre and Post, Treatment and
Control

The �xed e¤ects strategy requires panel data on the individual units of
observation. Sometimes the regressor of interest only varies at a well de�ned

4See Griliches and Hausman (1986) for a more complete analysis of measurement error
in panel data.
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level of aggregation. In this particular case, we do not need panel data to
apply the �xed e¤ects strategy. Instead, we can simply rely on repeated
cross-section samples from the same underlying population. This obviously
extends the realm of problems we can apply the strategy to.

To take a concrete example again, say we are interested in the e¤ect of the
minimum wage on employment. A number of studies have exploited changes
in minimum wages at the state level, and we will use the example of Card and
Krueger (1994) here, who studied the increase in the minimum wage in New
Jersey from $4.25 to $5.05. This change took e¤ect on April 1, 1992. Card
and Krueger collected data on employment at fast food restaurants in New
Jersey in February and in November 1992. They also collected similar data
on restaurants in eastern Pennsylvania, the neighboring state, for the same
period. The minimum wage in Pennsylvania remained at $4.25 throughout
this period. While Card and Krueger actually have a panel of restaurants
over time this is not really necessary to apply their basic strategy.

The �xed e¤ects strategy applied at a group level is typically referred to
as di¤erences-in-di¤erences (DD).5 It is simple to restate the assumptions
underlying DD identi�cation as a special case of the �xed e¤ects scenario.
Let

y1ist = fast food employment at restaurant i and period t

for a high minimum wage

y0ist = fast food employment at restaurant i and period t

for a low minimum wage

be the counterfactual outcomes. We have also indexed restaurants by the
state s they are in. In the standard �xed e¤ects case we made the as-
sumption E(y0istj�i; t;dst) = E(y0istj�i; t). This says that (counterfactual)
employment at restaurant i for the low minimum wage is independent of
the actual level of the minimum wage dst, once we condition on a restaurant
speci�c e¤ect and a time e¤ect. Furthermore, we assumed a linear additive
structure for the restaurant and the time e¤ect.

The DD model simply relaxes this assumption to E(y0istjs; t;dst) =
E(y0istjs; t), and we now have

E(y0istjs; t) = 
s + �t (6)

5The DD idea is at least as old as IV. Kennan (1995) reports that a BLS report in
1915 used this methodology already to study the employment e¤ects of the minimum wage
(Obenauer and von der Nienburg, 1915).
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where s denotes the state (New Jersey or Pennsylvania) and t denotes the
period (February, before the minimum wage increase or November, after
the increase). This says that in the absence of a minimum wage change
employment is given by an additive state e¤ect and a time e¤ect, which is
the same in both states. dst only varies at the state level over time, so we
only need to worry about confounders at the state and time level as well.
Whether employment levels at restaurants within a state are the same or
they di¤er is immaterial. Conditional on s, restaurant speci�c counterfactual
employement y0ist cannot be correlated with the minimum wage.

As before, we can write

yist = 
s + �t + �dst + "ist (7)

where dst is the dummy for the treatment, a high minimum wage, which
was in place in New Jersey in November. Using (7) it is easy to see that

E[yistjs = PA; t = Nov]� E(yistjs = PA; t = Feb) = �Nov � �Feb

and

E(yistjs = NJ; t = Nov)� E(yistjs = NJ; t = Feb) = �Nov � �Feb + �:

The population di¤erence-in-di¤erence

[E(yistjs = PA; t = Nov)� E(yistjs = PA; t = Feb)]

� [E(yistjs = NJ; t = Nov)� E(yistjs = NJ; t = Feb)] = �

identi�es the treatment e¤ect, hence the name of the strategy. � can easily
be estimated by the sample analogue.

Table 3 in Card and Krueger (1994) displays average employment at
fast food restaurants in New Jerseay and Pennsylvania before and after
the change in the New Jersey minimum wage. There are four cells, as
well as the state di¤erences, the changes over time, and the di¤erence-in-
di¤erence. Employment in PA restaurants is somewhat higher than in NJ in
Februrary and falls by November. Employment in NJ, in contrast, increases
slightly. This results in a positive estimate for the di¤erence-in-di¤erence,
the opposite from what we might expect if restaurants were moving up their
labor demand curve as the minimum wage increases.

The key identifying assumption here is that employment trends are the
same in both states in the absence of the treatment. Hence, the employment
trend in the treatment state has the same slope as in the control state,
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Figure 1: Identi�cation in the di¤erences-in-di¤erences model

but is displaced to account for the di¤erent employment levels before the
treatment, as in �gure 1. A similar �gure applies to the �xed e¤ects case,
where the control state is simply replaced by a control individual.

Depending on the context, there may be di¤erent forms of the linear
and additive state and time e¤ects assumption (6) which are reasonable.
Card and Krueger (1994) assume that it is the levels of employment which
evolve in the same way in PA and NJ. If employment levels were somewhat
di¤erent ex ante, an equally reasonable assumption might be that the log of
employment evolves in the same way absent minimum wage changes, or

E(logy0istjs; t) = 
s + �t:

This implies the multiplicative relationship

y0ist = e
s+�t"ist:

which is di¤erent from (6), and hence involves a di¤erent assumption about
the counterfactual trends. If one assumption is true, the other one must be
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necessarily false. Since the assumption is about an unobserved counterfac-
tual, it is not testable with the data we have examined so far.6

Much of the recent discussion of DD models has been about ascertaining
whether the underlying assumption of equal trends in the absence of treat-
ment is a reasonable one. One possible way to look at this issue is if there
are data available on multiple periods. For a later update of their study,
Card and Krueger (2000) obtained time series of administrative payroll data
for restaurants in New Jersey and Pennsylvania. These data are plotted in
Figure 2 in their paper. The vertical lines indicate the dates when their
original surveys were conducted, and the third vertical line denotes the in-
crease in the federal minimum wage to $4.75 in October 1996, which a¤ected
Pennsylvania but not New Jersey.

The administrative data also show a slight decline in employment from
February to November 1992 in Pennsylvania, and little change in New Jer-
sey. However, the data also reveal a large amount of ups and downs in
employment in the two states in other periods. The employment trends in
periods when the minimum wage was constant are often not the same in
the two states. In particular, employment in New Jersey and Pennsylvania
was rather similar at the end of 1991. Relative employment in Pennsylvania
declined over the next three years (at least using the larger set of 14 PA
counties), with much of this trend occuring at periods unrelated to the 1992
minimum wage change. Hence, eastern Pennsylvania restaurants may not be
a very good control group for New Jersey restaurants, because employment
trends di¤er somewhat in periods with no treatment.

A more encouraging example comes from the paper by Hastings (2004).
She studies the e¤ect of the competitive environment in the retail gasoline
market on gasoline prices. She uses the takeover of a large number of previ-
ously independent Thrifty gas stations in southern California in September
1997 by ARCO, a large, vertically integrated gasoline retailer. Gas stations
belonging to a vertically integrated retailer typically sell gasoline at a higher
price than independent stations. The hypothesis is that the presence of more
independent gas stations in a local market increases cometition and therefore
lowers the market price of competitors as well. Hastings investigates this
hypothesis by looking at the prices of other gas stations before and after the
ARCO purchase of the Thrifty stations. The treatment group in her setup
are gas stations which are located near a Thrifty station, while the control

6Other identifying assumptions are possible. Instead of applying (6) to means, it could
be applied to quantiles as in Poterba, Venti and Wise (1995) and Meyer, Viscusi, and
Durbin (1995). Athey and Imbens (2006) present a non-parametric DD estimator which
makes weaker assumptions than the standard DD model.
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group are gas stations with no Thrifty station nearby.
Figures 1a and 1b in the Hastings (2004) paper plot gasoline prices for

Thrifty competitors and other stations during 1997 in two metropolitan
areas. While there are large price changes from quarter to quarter, prices
move in parallel throughout the period, except between June and October,
the period of the ARCO purchase. Prices at Thrifty competitors increase by
more during this period than at comparison stations. The graphs are highly
compelling that the comparison stations provide a good control group for
the Thrifty competitors.7 Being able to produce pictures like these should
be the goal of any good DD analysis.

1.2.1 Regression DD

As in the case of the �xed e¤ects model, we can use regression to estimate
(7). If there are only two groups and two periods, then

yist = 
s + �t + �dst + "it
= �+ 
1(s = NJ) + �1(t = Nov) + �1(s = NJ) � 1(t = Nov) + "ist

where 1(�) is the indicator function. There are two main e¤ects, a dummy
for New Jersey, and a dummy for November, and an interaction term for
observations from New Jersey in November (as well as a constant). Since
this is a saturated model, taking conditional expectations for di¤erent states
and periods, and subtracting easily yields

� = E(yistjs = PA; t = Feb) = 
PA + �Feb

 = E(yistjs = NJ; t = Feb)� E(yijs = PA; t = Feb) = 
NJ � 
PA
� = E(yistjs = PA; t = Nov)� E(yijs = PA; t = Feb) = �Nov � �Feb
� = [E(yistjs = PA; t = Nov)� E(yijs = PA; t = Feb)]

� [E(yistjs = NJ; t = Nov)� E(yijs = NJ; t = Feb)] :

The regression formulation of the di¤erence-in-di¤erence model is useful
for a variety of reasons. First of all, it is a convenient way of obtaining
the DD estimate, standard errors, and t-statistics. Second, it is easy to
incorporate additional states or periods in the analysis now. For example,
instead of just comparing the impact of the change in the minimum wage
in New Jersey in a particular period, we may want to look at the impact
comparing many state pairs, or comparing di¤erent periods. In this case, the

7But see the comment by Taylor, Kreisle, and Zimmerman (2007) who try to replicate
these results with di¤erent data and reach somewhat di¤erent conclusions.
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formulation of the model would not change but s and/or t would take on
more than two values. For example, we could use the data from Figure 2 in
Card and Krueger (2000) for New Jersey and Pennsylvania up to 1997, and
incorporate the increase in the federal minimum wage in 1996. dst would be
1 for New Jersey after April 1992, and for Pennsylvania after October 1996.

But the minumum wages in New Jersey and Pennsylvania were actually
not the same after October 1996. The minimum wage was $5.05 in New
Jersey and $4.75 in Pennsylvania. This immediately suggests a third ad-
vantage of the regression formulation. The treatment may not be binary but
multivalued since di¤erent states could have di¤erent levels of the minimum
wage, or the same nominal minimum wage may have a di¤erent impact de-
pending on the distribution of wages in the state. The regression formulation
becomes

yist = 
s + �t + �sst + "ist (8)

where the variable sst is either the level of the minimum wage or a measure of
the �bite�of the minimum wage in state s at time t. Despite the continuous
nature of the treatment, this formulation still retains the basic features of
the di¤erences-in-di¤erences model.

An example of the model in (8) is the paper by Card (1992). He studies
the e¤ect of the federal increase in the minimum wage in April 1990 using
all the US states. The federal minimum wage was $3.35 before the increase,
and was raised to $3.80. Some states already had state minimum wages
of $3.80 or higher at the time of the federal increase. Moreover, the same
increase will have more of an e¤ect in a low wage state, where many workers
are subject to the minimum, than in a high wage state. Card�s measure of
the impact of the increase of the minimum wage is the fraction of workers
who are paid less than $3.80 just before the increase of the minimum wage,
something he calls the �fraction of a¤ected workers.�

There are still only two time periods in the Card (1992) setup, before
and after the minimum wage increase. Di¤erence eq. (8) over time to obtain

�yst = �t � �t�1 + �sst +�"st
= �+ �sst +�"st:

OLS estimation of the di¤erenced equation is the same as OLS of the levels
equation (8) with dummy variables when there are only two periods (but
this isn�t true for more periods). The di¤erence in the time e¤ect simply
becomes a constant term � = �t � �t�1, so the di¤erenced equation is a
standard bivariate relationship for the outcome and the treatment variable.
Furthermore, the data here are not individual �rms as in Card and Krueger
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(1994) but rather averages of employment for a group like teenagers in state
s at time t. Hence, we have indexed all the variables simply by s and t.

Table 3 in Card (1992) shows that wages increased more in states where
the minimum wage had more bite (column 1). Employment, on the other
hand, seems largely una¤ected by the bite of the minimum wage as can be
seen in column (3).

Given the multiple contrasts from using 51 state level changes (50 states
plus the District of Columbia) instead of two we have gained many degrees
of freedom. So we can use up a few of them by adding controls for other
state speci�c factors. The idea is now that the counterfactual employment
in the absence of a change in the minimum wage is

E[y0istjs; t;Xst] = 
s + �t +Xst�:

Regression o¤ers a straightforward way to do this, which is the fourth ad-
vantage of the regression formulation of DD. Card uses the wages and em-
ployment outcomes of teenagers, a group typically strongly a¤ected by the
minimum wage but also by other time varying factors like the business cy-
cle. Card therefore controls for adult employment trends in the state in Xst.
Di¤erent states do not need to have the same counterfactual employment
trends in the absence of the minimum wage anymore. These trends only
have to be the same conditional on adult employment. A key requirement
for the variables Xst is that they are not �bad controls�as discussed before.
I.e. adult employment cannot be a¤ected directly by the minimum wage
itself. This suggests that we may want to be careful in constructing such
variables (for example, by using only older or more educated male workers,
whose wage distribution lies well above the minimum wage).

Card runs regressions of the form

�yst = �+ �sst +�Xst� +�"st:

The results including changes in the adult employment to population rate
are shown in columns (2) and (5) in his Table 3. There is little change in
the coe¢ cient on the fraction of a¤ected teens, which is a comforting result.

In many applications (as in the New Jersey-Pennsylvania study by Card
and Krueger, 1994) the outcome is measured at the individual level rather
than at the state and time level. In fact, the employment rates in Card
(1992) come from the micro data of the Current Population Survey. Instead
of aggregating everything to the state level it is also possible to run the
regression at the individual level, as we did before in (7) and (8). Returning
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to the model in levels this yields

yist = 
s + �t + �sst +Xist� + "ist: (9)

Variables in Xist could now be either individual level variables like race
or family income or time varying variables at the state level. Only the
variation in the controls at the state and time level matters for identi�cation
(because sst is orthogonal to any within state and time variation). Including
individual level variables may therefore not primarily help to control for
confouning trends, but may help reduce the variance of "ist and hence the
standard errors of the estimate of �.

In a model with multiple treatment groups (states) and multiple peri-
ods, it becomes more di¢ cult to provide a simple visual inspection for the
evolution of state speci�c trends in the periods when there is no treatment,
as in Card and Krueger (2000) and Hastings (2004). Of course, identical
counterfactual trends in treatment and control states, conditional on any
Xist, is still the identifying assumption. One way to test this assumption is
to allow for leads and lags of the treatment. In order to see how this works,
return to the model with a binary treatment dst. Let ks be the time at
which the treatment is being switched on in state s: Our regression model
is now

yist = 
s + �t +
qX

j=�m
�jdst(t = ks + j) +Xist� + "ist:

The �treatment variables�dst(t = ks+ j) take on the value 1 in state s and
period t if we are exactly j periods after the start of the treatment in state
s. Instead of a single treatment e¤ect, we now also include m �leads�and q
�lags�of the treatment e¤ect for a total of m + q + 1 treatment dummies.
�j is the coe¢ cient on the jth lead or lag. A test of the DD assumption is
�j = 0 8j < 0, i.e. the coe¢ cients on all leads of the treatment should be
zero.8 Moreover, the �j ; j � 0 may not be identical. For example, the e¤ect
of the treatment could accumulate over time, so that �j increases in j.

An example of this approach is the paper by Autor (2003). He investi-
gates the e¤ect of employment protection on outsourcing by �rms. To this
end, he relates the employment of temporary help workers in a state to in-
dicators whether the state courts had adopted more stringent exceptions to
the employment at will doctrine. Figure 3 in his paper plots the �j coe¢ -
cients. These coe¢ cients are zero in the two years before the courts adopted

8This is essentially a Ganger causality test: we expect the treatment to a¤ect the
outcome only after the treatment actually took place but not before.
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the new rule, increasing in the �rst few years after the adoption, and then
�at. This indicates that the DD strategy seems successful in this context.

An alternative way to probe the robustness of the DD identi�cation is to
include state speci�c parametric time trends among the regressors in Xist.
Of course, this is only possible with multiple periods again. This is done,
for example, in the paper by Besley and Burgess (2004). They examine the
e¤ect of labor regulation on the performance of �rms in Indian states. Dif-
ferent states change the regulatory regime at di¤erent times, giving rise to
a DD design. Their Table IV shows the key results. Column (1) shows that
labor regulation leads to lower output per capita. In columns (2) and (3)
they include state speci�c-time varying regressors like development expen-
ditures per capita. This is a similar strategy to using the adult employment
rate in Card (1992) above. This a¤ects the estimates little. However, when
they include linear state speci�c trends in column (4) the coe¢ cient on labor
regulation drops to zero. This suggests that the introduction of additional
labor regulation correlates with other trends in state level output, and it
is not possible to disentangle the causal e¤ect of the regulation from these
underlying trends. E¤ectively, after including a parametric trend, the iden-
ti�cation hinges on there being a (relatively) sharp change in the outcome
at the date of the treatment.

Controlling for state speci�c trends only works well when there is a suf-
�cient sample period available before the treatment starts. This is particu-
larly true when there is a dynamic response to the treatment (for example,
it takes some time for treatment to take e¤ect or the initial e¤ects are large
but they peter out later). In this case it is not particularly informative
looking at trends after the treatment. The paper by Wolfers (2003) vividly
illustrates this. He discusses the impact of unilateral divorce laws on divorce
in the US. Before the 1970s, a divorce was only possible if both spouses
agreed. In the 1970s, states introduced unilateral divorce laws, which allow
a divorce if one spouse wants the divorce. An in�uential paper by Fried-
berg (1998) estimated the e¤ect of the introduction of unilateral divorce on
divorce rates, and found a sizeable and lasting e¤ect.

Wolfers (2003) reanalyzes the data, and points out that much of the re-
sult hinges on Friedberg�s treatment of state speci�c trends. Figure 5 in his
paper illustrates the problem for one state: California. Friedberg�s sample
starts only one year before California introduced unilateral divorce. Her
estimate of the California speci�c trend therefore relies almost completely
on the post-law trend in the state. Wolfers, using a sample going back to
the late 1950s, demonstrates that California�s pre-exisiting trend was very
di¤erent from that after the treatment. Extrapolating this pre-existing
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trend results in a very di¤erent estimate of the divorce e¤ect.

1.2.2 Picking Controls

In the discussion so far we have labeled the two dimensions s and t in the
DD setup �states�and �time.�While there are many applications were the
treatment or policy is time varying at the regional level, the identi�cation
strategy is not limited to these dimensions. s and t can be any two dimen-
sions, so that treatment only takes place for particular combinations of s
and t. While contrasts simply across s or t may not plausibly identify the
treatment e¤ect, this may be more likely for the DD estimator. Instead of
states, s may denote di¤erent demographic groups, some of which are af-
fected by a policy and others are not. For example, unemployment bene�ts
may be changed di¤erentially for various age groups. Anti-discrimination
or job protection legislation may not apply to �rms below a particular size
cuto¤ but could be extended to additional �rms. Welfare bene�ts may only
be payable to low income families with a single parent, but not other demo-
graphic groups. The excluded groups may or may not be appropriate com-
parison groups. It is often the main challenge for the researcher to identify
a particularly appropriate comparison group, which sati�es the necessary
identifying assumption, that the treated groups would behave similarly as t
is varied as the untreated groups (and remember that t may not necessarily
be time).

One potential pitfall in de�ning treatment and control groups in a DD
setup is that s or t may be directly a¤ected by the treatment. For example,
if s is a state as before, we may be concerned that the policy induces some
inter-state migration. Hence, the population resident in the treatment state
before and after the policy becomes e¤ective may not be identical. Say state
s = 1 lowers wefare bene�ts, and this leads some poor families to move to
another state s = 0, which forms the control group. We are interested
in estimating how the lower bene�ts a¤ect the fraction of the population
on welfare. Also suppose that in the absence of the policy change welfare
receipt would not have changed over time. In this case, the change of welfare
receipt over time in the control state does not provide a valid counterfactual
anymore: in the absence of the policy, welfare receipt in state s = 1 would
have been unchanged. Instead, welfare receipt in state s = 0 increases
because of the induced welfare migration. Hence, we are overestimating the
e¤ect of the policy.

Sometimes this problem can be overcome if we know where an individ-
ual starts out. Say we know the state of residence in the period before
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treatment, or we know the individual�s state of birth. Either of these is
immutable, i.e. cannot be a¤ected by the treatment itself or by individuals�
reaction to the treatment. If we assign individuals to the treatment or con-
trol group on the basis of this immutable characteristic, we can circumvent
the problem outlined above. This introduces a new problem, however, that
the new dimension, say state of birth, is not really the correct delineation for
the treatment. Some individuals �born�(or previously residing) in the treat-
ment state move, and we would now assign them to the treatment group,
even so they are not a¤ected by the policy after their move. However, this
divergence of treatment group assignment and actual treatment can easily
be addressed by using IV methods as discussed before. Treatment status
assigned on the basis of state of birth is like an �intention to treat.�9

Rather than using single di¤erences, the treatment assignment rule may
sometimes suggest a triple or higher order di¤erences setup for the estima-
tion. An example is the extension of Medicaid coverage in the U.S. studied
by Yelowitz (1992). Medicaid, health insurance for the poor, was tradition-
ally tied to eligibility for AFDC, the cash welfare program. In the late 1980s,
various states introduced extensions of Medicaid coverage for families with
earnings high enough so they would not qualify for AFDC anymore. These
extensions happened at di¤erent times for di¤erent states. This gives rise
to a classical DD design exploiting changes across states over time. How-
ever, di¤erent states introduced these extensions for children in di¤erent
age groups. Hence, the age of the youngest child is a third dimension along
which the treatment varies. Yelowitz analyzes employment e¤ects of these
extensions using the model

yiast = 
st + �at + �as + �dast +Xiast� + "iast:

There are now three dimensions, state (s), time (t), and age of the youngest
child (a). This allows the researcher to control non-parametrically for state
speci�c shocks 
st, i.e. each time period receives a separate dummy vari-
able in each state. In order to only exploit the triple di¤erences, it is also
necessary to include interactions of age and time e¤ects �at, and age and
state e¤ects �as. Sometimes it may not be possible to identify the e¤ect of
the treatment with such a rich set of controls, and some of the second level
interactions may have to be excluded. However, when the full set of controls
is feasible, triple di¤erences may allow for a more credible analysis.

9Sometimes this problem can be much thornier. If the treatment group is large enough
then treatment may a¤ect prices and individuals in the control group react to these price
changes. Such general equilibrium e¤ects are much more di¢ cult to address.

16



1.3 Fixed E¤ects versus Lagged Dependent Variables

In the previous sections we have adressed indenti�cation in the case where we
believe a variant of the following condition to hold: E(y0itj�i;Xit; t;dit) =
E(y0itj�i;Xit; t). This is tantamount to saying that selection into treat-
ment is on the basic of a vector of �xed but unobservable characteristics
of unit i, as in the case when union status depends on individual ability
and motivation, or certain states are more likely to raise their minimum
wage but this does not depend on the time-varying employment conditions
in the state. An alternative scenario is that selection is based on the past
realization of the outcome variable under study. For examle, we might
be interested in the earnings of participants in a training program, and
trainees are selected on the basis of their pre-training earnings. This im-
plies E(y0itjyit�h;Xit; t;dit) = E(y0itjyit�h;Xit; t) where selection was de-
termined h periods ago. With panel data, running a regression of the form

yit = �+ �yit�h + �t + �dit +Xit� + "it (10)

identi�es the treatment e¤ect.10

In many circumstances knowledge of the selection process will give some
clear indication whether either E(y0itj�i;Xit; t;dit) = E(y0itj�i;Xit; t) or
E(y0itjyit�h;Xit; t;dit) = E(y0itjyit�h;Xit; t) might be a more reasonable
assumption. But sometimes we simply don�t know. Does it matter whether
we estimate regression (3) or (10)? The answer is yes since neither the model
(3) nests (10) nor vice versa. It is sometimes alleged that setting � = 1 in
(10) results in (3). Notice that setting � = 1 yields

�yit = �+ �t + �dit +Xit� + "it

which is not the same as (4). It is necessary to di¤erence the regressors in
order to obtain the �xed e¤ects estimats while � = 1 in (10) only amounts to
di¤erencing the dependent variable. In the appendix, we show more formally
what happens when we estimate (3) when (10) is the correct regression, and
vice versa.

One possible solution to this is to be agnostic, assume only E(y0itjai;yit�h;Xit;dit) =
E(y0itj�i;yit�h;Xit), and estimate

yit = �i + �yit�h + �t + �dit +Xit� + "it (11)

which allows for both a �xed e¤ect and a lagged dependent variable. One
problem with this model is that the conditions for �xed e¤ects estimators
10There are non-parametric methods for this case as well, see Abadie, Diamond, and

Hainmueller (2007) for an example.
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with lagged dependent variables to be consistent are much more demanding
than those without. For example, with a once lagged dependent variable,
i.e. setting h = 1, the di¤erenced equation is

�yit = ��yit�1 +��t + ��dit +�Xit� +�"0it: (12)

While this still removes the �xed e¤ect it introduces a new problem. Even
if the residual "it in the regression (11) is serially uncorrelated, "it�1 is corre-
lated with yit�1 by construction, hence the residual �"0it from running (12)
cannot be the same as �"it. This means that the coe¢ cients from the re-
gression (12) will not be consistent for the population regression coe¢ cients
in (11). This problem was �rst pointed out by Nickell (1981). There are
various potential solutions to this problem, typically involving instrument-
ing �yit�1 with further lags of the dependent or independent variables,
which are uncorrelated with �"it under some assumptions about the error
process.11
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3 Appendix

Suppose the population regression function is given by (10), so that selection
into treatment depends on lagged outcomes. We estimate the �xed e¤ects
model (3) instead. Ignoring other covariates, and using the �rst di¤erence
estimator we get

b� =
cov(�yit;�dit)
var(�dit)

plimb� = � +
�cov(�yit�h;�dit)

var(�dit)
:

The second term will not be equal to zero because selection (and hence dit)
depends on yit�h. For example, if dit is training, yit is earnings, and indi-
viduals with low earnings yit�h receive training, then cov(�yit�h;�dit) is
negative if the earnings process exhibits mean reversion (so that low earn-
ings in period t � h are likely to be associated with earnings declines just
before that).

Now consider the case where the population regression function is given
by the �xed e¤ects regression (3) but we erroneously estimate the lagged
outcome model (10). To see this, consider the bivariate regression of yit on
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yit�h and dit ignoring �t and Xit. Then we have

b� = var(yit�h)cov(yit;dit)� cov(yit�h;dit)cov(yit;yit�h)
var(dit)var(yit�h)� cov(yit�h;dit)2

:

If dit�h = 0 and E(dit) = p, then we have var(dit) = p(1� p) and hence

plim b� =
(�2� + �

2
") [cov(�i;dit) + �p(1� p)]� cov(�i;dit)�2�
p(1� p)(�2� + �2")� cov(�i;dit)2

=
�p(1� p)(�2� + �2") + cov(�i;dit)�2�
p(1� p)(�2� + �2")� cov(�i;dit)2

:

If cov(�i;dit) > 0 then plim b� > � and we will be overestimating the treat-
ment e¤ect.
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