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Abstract
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fits. I provide many tests for the robustness of the RK design, and demonstrate its validity to
overcome the traditional issue of endogeneity in UI benefit variations on US data. I also show
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Introduction

The motivation of this paper is threefold. First, the socially desirable level of unemployment in-

surance (UI) depends on labor supply responses to variations in the generosity of unemployment

benefits. There is an extensive literature trying to estimate these behavioral responses. Yet, it seems

that we still lack credible and consensual estimates of these behavioral responses, especially in the

US. During the recent Great Recession, the heated pubic policy debate over the desirability of the

federally mandated UI benefit extensions has shown the lack of consensus concerning not only

the magnitude of labor supply responses to UI but also how these responses might be affected by

changing labor market conditions, thus reaffirming the importance of readily available estimates

of these behavioral responses.

Second, UI provides consumption smoothing benefits for unemployed people to the extent that

they are (at least partially) credit-constrained. The theoretical literature shows that the optimal

provision of UI depends critically on the magnitude of these consumption smoothing benefits,

captured in particular by the liquidity effects as opposed to the pure moral hazard effects of UI

(Chetty [2008]). Still, we also lack an idea of the size of these consumption smoothing benefits,

as well as an idea of how these benefits vary over time and with labor market conditions. More

fundamentally, there is to date no clear strategy for estimating the liquidity effects of UI in a timely

manner.

Finally, policymakers tend to modify the duration of UI benefits with labor market conditions

much more drastically than the benefit level. Yet, we still lack a good intuition for why this should

be and thus, we lack a good test for when an increase in the duration of benefits should be preferred

to an increase in the level of UI benefits.

This paper contributes to the literature on the optimal design of UI along these three dimen-

sions. I provide new estimates of the partial equilibrium labor supply responses to unemployment
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insurance (UI) in the US, identifying the effect of both benefit level and potential duration in the

regression kink (RK) design, using kinks in the schedule of UI benefits. A large empirical liter-

ature is devoted to the estimation of labor supply effects of UI1. These studies use very different

sources of variation to identify the effect of UI generosity, and so far, the most credible sources

of identification have come from sharp discontinuities in the potential duration of benefit entitle-

ments by age that exist in several European countries (see for instance Lalive [2008] in Austria, or

Schmieder et al. [2012] in Germany)2. Unfortunately, such sharp discontinuities enabling credible

non-parametric estimation of the labor supply effects of UI do not exist for the level of UI ben-

efit, and do not exist at all in the US. I first contribute to this large body of empirical literature

by providing the first credible non-parametric identification of the effect of both UI level and UI

potential duration, overcoming the traditional issue of endogeneity in UI benefit variations on US

data. While most of the recent development in the empirical literature on unemployment insurance

has been achieved using exhaustive administrative data from European countries and sharp discon-

tinuities in eligibility rules, this paper shows that the combination of kinked schedules in state UI

rules and access to exhaustive state UI records offers promising avenues for the development of

research on UI in the US.

The idea used in this paper of relying on kinky UI schedules to estimate the effect of UI on

labor supply originates from Card et al. [2009] who coined the term “regression kink design”. I

contribute to the nascent literature on the RK design by providing what is, to the best of my knowl-

edge, the first thorough empirical investigation of its validity. I use administrative data from the

Continuous Wage and Benefit History Project (CWBH) on the universe of unemployment spells in

five states in the US from 1976 to 1984. Since identification in the regression kink design relies

on estimating changes in the slope of the relationship between an assignment variable and some

outcomes of interest, the granularity of the CWBH data is a key advantage and smaller samples

of UI recipients would in general not exhibit enough statistical power to detect any effect in a RK
1A general survey on labor supply responses can be found in Krueger and Meyer [2002] and a survey on the effect

of UI potential duration is given in Card et al. [2007b]
2Baseline UI durations being significantly longer in most European countries, the validity of these estimates in the

US context are questionable.
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design. I provide compelling graphical evidence and find significant responses of unemployment

and non-employment duration with respect to both benefit level and potential duration for all states

and periods in the CWBH data. I propose and implement a series of tests for the robustness of the

RKD estimates that should constitute the basis for any practical implementation of the RK design.

These tests include graphical and regression based tests of the identifying assumptions as well as

placebo tests and kink-detection and kink-location tests. I also use variations in the location of the

kink over time to implement a difference-in-difference RK strategy to check the robustness of the

results. Overall, replicating the RK design for all states and periods, my results suggest that a 10%

increase in the benefit level increases the duration of UI claims by about 3%, and that increasing

the potential duration of benefit by a week increases the duration of UI claims by about .3 to .5

week. These estimates are higher than estimates found in European countries using sharp RD de-

signs but are still lower than previous estimates on US data. Interestingly, I am able to show that

using the same strategy as Meyer [1990], who found slightly higher elasticities on a smaller subset

of the same data, one can still find results that converge to my RKD estimates by adding a richer

set of controls for previous earnings. I also correlate my results with indicators of labor market

conditions and find that the partial equilibrium elasticities of unemployment duration are (slightly)

decreasing with the unemployment rate, a result reminiscent of the findings in Schmieder et al.

[2012] and Kroft and Notowidigdo [2011].

Another contribution of the paper relates to the identification of liquidity versus moral hazard

effects of UI, an issue that has received more attention since the contributions of Chetty [2008]

and Shimer and Werning [2008]. Using a simple partial equilibrium dynamic search model where

agents are liquidity constrained, I show that one can use the weighted difference between the be-

havioral response to an increase in potential duration and to an increase in benefit level to identify

the pure moral hazard effect of UI. The intuition for this general result is straightforward. Under

the assumption that the Euler equation holds until benefit exhaustion, by reweighting the effect of a

change in UI benefits at two different times, t (increase in benefit level) and t 0 (increase in potential

duration), by the probability of receiving these benefits, one can make the liquidity effect equiv-
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alent (by giving the same liquidity in expectation) and the difference in the two reweighted effect

identifies the pure moral hazard effect of UI. In other words, identifying the reaction of search

effort to a change in benefit level versus a change in potential duration allows me to look at the

reaction to a change in the full path of UI benefits. This reveals information about the expected

path of marginal utilities over the time of a spell, which is the relevant information for the social

planner. I implement empirically this identification strategy, and estimate the ratio of liquidity to

moral hazard effects, taking once again advantage of the RKD, which enables me to estimate the

effect on search effort of both benefit level and potential duration. My results suggest that the ratio

of liquidity to moral hazard effects in the response of labor supply to a variation in unemployment

benefits is around .5. This confirms the existence of significant liquidity effects as found in Chetty

[2008]. But interestingly, the identification strategy for moral hazard and liquidity effects proposed

in this paper only uses administrative UI data and the RK design, and can therefore deliver timely

estimates of liquidity effects without the need for data on consumption or on assets.

Finally, I use my RKD estimates of the labor supply responses to UI and of the ratio of liquid-

ity to moral hazard effects to calibrate the welfare implications of an increase in UI benefit level

and in UI potential duration. To do so, I first derive simple welfare formulas for the optimal level

of both benefit level and potential duration in a simple partial equilibrium model with liquidity

constraints. These formulas, in the tradition of the “sufficient statistics” literature are expressed as

simple functions of statistics that I can estimate readily in the RK design, namely the elasticities of

unemployment and non-employment duration with respect to UI benefits and the ratio of liquidity

to moral hazard effects of a change in UI benefits. My calibrations show that the size of the liq-

uidity effect is critical to assess the welfare implications of UI policies and that both an increase in

the benefit level and in the potential duration of benefits would have provided positive (yet small)

welfare gains. Though these policy recommendations are local, the calibration strategy suggested

in this paper can be easily replicated for all US states and at any point in time with simple UI

administrative data. By a simple application of this strategy, any UI administration could calibrate

in a timely manner the welfare implications of small adjustments to its UI rules (such as a change
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in the maximum benefit amount or a benefit extension) without the need to estimate separately the

consumption smoothing benefits of UI with consumption data.

The remainder of the paper is organised as follows. In section 1, I present briefly the theoretical

framework, derive the optimal UI formulas for both the benefit level and potential duration of UI,

and show how the moral hazard effect can be identified as a simple linear combination of the effects

on search effort of a change in benefit level and in potential duration. In section 2, I present the

RKD strategy, the data and provide with institutional background on the functioning of UI rules.

In section 3 I present the results of the labor supply effects of benefit level and potential duration,

and I present several tests for the robustness of the RKD estimates. Finally, in section 4, I estimate

the liquidity to moral hazard ratio of the effect of UI, and calibrate the welfare implications of UI

based on my RKD estimates.

1 Theoretical Framework

To analyze the welfare effects of increasing UI level or UI duration, I build on a simple partial equi-

librium dynamic search model where agents are liquidity constrained and cannot smooth perfectly

consumption between the state of unemployment and that of employment. This class of mod-

els has been used extensively to analyze the welfare implications of UI benefits (Chetty [2008],

Schmieder et al. [2012]). As shown in Chetty [2006], the optimality condition for the level of UI

benefits in these models, which trades off the consumption smoothing benefits of unemployment

insurance versus the moral hazard cost, is extremely general and can be shown to hold in many

different settings and classes of moral hazard models. Importantly, this trade-off can be written

as a function of estimable statistics in the spirit of the Baily-Chetty formula to assess the welfare

implications of different UI policies. The moral hazard is then captured by the elasticity of unem-

ployment duration with respect to benefits. Estimating the consumption smoothing benefits of UI

is much more difficult and relies on the estimation of the consumption drop at unemployment and
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on the curvature of the utility function (Gruber [1997], Kroft and Notowidigdo [2011]). Chetty

[2008] shows that the consumption smoothing benefits of UI are related to the liquidity to moral

hazard ratio of the effect of UI benefits on search effort. The contribution of this section is to

show that under reasonable and testable assumptions, the consumption smoothing benefits of UI

are recoverable from the behavioral responses of search effort to variations in benefit level and in

UI potential duration. And the relative welfare gains of increasing the benefit level or the potential

duration of UI can be assessed directly by estimating from administrative UI data the responses of

labor supply to variations in unemployment benefits, without the need for data on consumption as

in Gruber [1997] or on severance payments as in Chetty [2008].

The model: Here, I only briefly present the model and the main results. Most of the proofs

and discussion are in appendix C. The model describes the behavior of a worker living T discrete

periods (e.g., weeks) who is laid-off and therefore becomes unemployed in period zero. When un-

employed, the worker exerts search effort in each period st that translates into a probability to find

a job3. This probability is normalized to st to simplify presentation. Search effort is not observable

(hence the presence of moral hazard) and has a utility cost y(st) increasing and convex. Wages

wt are exogenous4, and when an unemployed finds a job, it lasts forever. When unemployed, an

agent starts her unemployment spell with asset level A0
5 and receives unemployment insurance

benefits bt each period. The presence of liquidity constraints is captured by the fact that workers

cannot deplete their asset At below a certain value L. To finance the unemployment benefits, the

government levies a lump sum tax t on each employed worker.
3This captures the presence of search frictions in the labor market.
4Empirical evidence seems to support this assumption that wages in fact do not respond much to UI. There is a

vast empirical micro literature in labor trying to estimate how re-employment wages are affected by the generosity of
UI benefits. The striking finding is that it has proven impossible to find such an effect. Card et al. [2007a] use full
population administrative payroll data from Austria in a compelling regression discontinuity design and find no effects
(very precisely estimated) on subsequent re-employment wages. Wages of workers who are already on the job are
even less likely to respond to a change in benefits than wages of workers who are coming from unemployment and
negotiating with employers. So wages of existing workers are likely to respond less than wages of new hires to UI
generosity.

5As a baseline, I consider that the initial asset level A0 is exogenous. I also do not allow for heterogeneity in
the baseline. But, as in Chetty [2008], both assumptions can easily be relaxed to allow for partial self insurance and
heterogeneity, without affecting the results.
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The value function of finding a job at time t is:

V (At) = max
At+1�L

u(At �At+1 +wt � t)+bV (At+1)

where b is the agent’s discount factor. The value function of being unemployed at time t is:

U(At) = max
At+1�L

u(At �At+1 +bt)+bJ(At+1)

J(At) = max
st

st ·V (At)+(1� st) ·U(At)�y(st)

In this set up6, the optimal search effort in period t is implicitly defined by the first-order con-

dition y0(st) = Vt(At)�Ut(At). The effect of a change in benefit bt on optimal search effort at

time t can be expressed as the sum of two effects: ∂st
∂bt

= ∂st
∂At

� ∂st
∂wt

. The first term is a liquidity

effect that is proportional to the difference in marginal utility of consumption while employed and

unemployed. Intuitively, the larger the liquidity constraints, the more an agent needs to reduce

consumption while unemployed. An increase in UI benefits, by providing cash-on-hand to the

unemployed reduces the wedge in marginal utilities, and the unemployed face less pressure to find

a job quickly. The second term is the standard moral hazard effect that arises because bt works

as an unemployment subsidy, and distorts the relative price of employment. Since the government

cannot observe effort and cannot contract directly on st , any increase in bt leads to a decline in

search effort.

Planner’s problem: The planner sets taxes t and benefits bt to maximize welfare W0 (defined

as the expected life-time utility of an unemployed worker), under a balanced-budget constraint:

DB · b = (T �D)t where DB is the duration of paid unemployment and D is the total duration of

unemployment. I restrict attention here to the class of typical UI systems where benefits are de-
6V is always concave. But U might not always be. For simplicity, and following Chetty [2008] who shows that in

simulations U is always concave, we assume U is always concave.
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fined by a constant level b for a fixed period B7. Therefore choosing the optimal benefit schedule

amounts to choosing potential duration B and benefit level b.

In this model, the first-order condition of the planner’s problem leads to the standard Baily-

Chetty formula. The trade-off it highlights between consumption smoothing benefits and moral

hazard has been discussed extensively. Assessing the welfare effects of UI following the standard

Baily-Chetty formula requires an estimation of the consumption smoothing benefits of UI, which

can prove arduous. My purpose here is to show that, under the testable assumption that the Euler

equation holds at the exhaustion point B, the first-order condition can be written as a simple func-

tion of statistics that can be estimated using solely UI administrative data. Proposition 1 begins by

showing that the welfare gains of increasing benefit level or benefit duration can be expressed as

simple functions of the elasticity of unemployment duration and paid unemployment with respect

to UI benefits, and of the ratio of liquidity to moral hazard effects.

PROPOSITION 1. At the optimum, if the credit-constraint is not binding at time B, the UI benefit

level b is such that:

1+r1 = w1
DB

T �D
(1+ eDB + eD

D
T �D

) (1)

where r1 =� ∂s0
∂a

���
B
/ ∂s0

∂w

���
B

is the liquidity to moral hazard ratio in the effect of an increase of ben-

efit level. And w1 =
B

DB�s0(B�1) �1.

eDB is the elasticity of the duration of paid unemployment with respect to the level of UI benefits

and eD is the elasticity of the duration of total unemployment with respect to the level of UI benefits.

Similarly, at the optimum, if the credit-constraint is not binding at time B, the UI potential

duration B satisfies :

1+r2 = w2
DB

B · (T �D)
(eDB,B + eD,B

D
T �D

) (2)

where r2 =� ∂s0
∂aB

/ ∂s0
∂wB

is the liquidity to moral hazard ratio in the effect of an increase of potential

7A large theoretical literature has derived the full optimal time-path of UI benefits. See for instance Hopenhayn
and Nicolini [1997], or Pavoni [2009].
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duration. And w2 =
1

S(B)�s0
�1.

eDB,B is the elasticity of the duration of paid unemployment with respect to the potential duration

of UI benefits and eD,B is the elasticity of the duration of total unemployment with respect to the

potential duration of UI benefits.8

Proof: see appendix C.

The result of proposition 1 generalizes Chetty [2008] to the welfare gains of both benefit level

and potential duration. The intuition is that the larger the behavioral response to a variation in UI

benefits (captured by the elasticities on the right hand side of equations (1) and (2), the more costly

it is for the government to provide UI. But if the liquidity effect is large compared to the moral

hazard effect, it also means that a large share of the elasticity is driven by the existence of liquidity

constraints, and therefore, the consumption smoothing benefits of UI are also large. Note that the

intuition for the formula holds whether the credit constraint is slack or not. The interest here is that

if the credit constraint is not yet binding at the exhaustion point (an assumption that can be tested

as shown in the empirical section), the first-order condition takes a very simple form.

In the tradition of the sufficient statistics approach, proposition 1 has the advantage of offering

local 9 policy recommendations, without estimation of the full structural model 10. If the left-hand

side of equation (1) is larger than the right-hand side, then there is a net welfare gain from increas-

ing the level of benefits b, at a constant level of potential duration B11. For this type of approach

to be useful though, the components of the welfare formula need to be statistics that can be easily

estimable, and preferably at high frequency, to be able to make readily available policy recommen-

dations. The interest of proposition 1 is that, as will become apparent in the empirical sections

of the paper, all the statistics entering the formulas are estimable with administrative UI data at

8All the different elasticities are defined as follows: eDB = b
DB

dDB
db ; eD = b

D
dD
db ; eDB,B = B

DB

dDB
dB ; eD,B = B

D
dD
dB

9Local here means in the neighborhood of the actual policy parameters, where the statistics entering the formula
are estimated.

10Of course, out of sample predictions would require to estimate the primitives of the model.
11Similarly, if the left-hand side of equation (2) is larger than the right-hand side, then there is a net welfare gain

from increasing the potential duration, at a constant level of benefits b.
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high frequency using the regression kink design. In particular, following the result of proposition

2 below, the ratio of liquidity to moral hazard can be estimated, under some testable assumption,

from responses of the exit rates to variations in benefit level and benefit duration.

An interesting corollary to proposition 1 concerns the determination of the relative welfare

gains of increasing the benefit level or the potential duration of UI benefits. Traditionally, during

recessions, governments tend to increase the potential duration of UI instead of the level of benefits.

I provide a simple test for a benefit extension to welfare dominate an increase in benefit level.

COROLLARY 1. An increase in the potential duration of benefits B will be welfare superior to

an increase in the benefit level b if

∂s0

∂B
+

dt
db

Q2w2 
∂s0

∂b

����
B
+

dt
db

Q1w1 (3)

where ∂s0
∂B and ∂s0

∂b

���
B

are the effect on the exit rate at the beginning of a spell, of respectively, a

variation in potential duration and of a variation in the benefit level. Q2 is the moral hazard effect

of an increase in the potential duration of benefits and Q1 is the moral hazard effect of an increase

in the benefit level.

Proof: see appendix

Corollary 1 can be interpreted as a modified Baily-Chetty formula: if the response of the exit rate

at the beginning of a spell to an increase in the potential duration of benefits is large (in absolute

value) relative to the response to a change in benefit level, it means that the unemployed expect that

the marginal utility of consumption while unemployed after B periods will be large relative to the

marginal utility of consumption while unemployed in the first B periods12. So providing benefits at

time B is more desirable. But these consumption smoothing benefits come at the cost of distorting

incentives: the relative welfare gain of increasing the potential duration of benefits instead of the

benefit level decreases with the size of the moral hazard effect of a benefit extension relative to that
12To understand the intuition here, it is useful to remember that the effect of a variation in benefit level at time any

time t on optimal search at time 0 is given by ∂s0
∂bt

= �bt ’t
i=1(1�si)u0(cu

t )
y00(s0)

and is therefore directly proportional to the
(discounted) expected marginal utility of consumption if unemployed at time t.
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of an increase in the benefit level.

The trade-off exemplified in Corollary 1 is reminiscent of the results of Shavell and Weiss

[1979] and Shimer and Werning [2008] on the optimal path of benefits. In the absence of liquidity

constraint, one can show from equation (3) that an extension of UI benefits will always welfare

dominate an increase in the benefit level. This relates to the result of Shavell and Weiss [1979]

that if agents can freely borrow and save and therefore the government cannot control the full se-

quence of consumption, it is optimal to have a constant path of benefits. But if the unemployed

face liquidity constraints that limit their ability to maintain a smooth path of marginal utilities,

the government indirectly controls the sequence of consumption of the unemployed, and faces a

trade-off between the need for a declining path of benefits over time to preserve incentives and

insurance against uncertain spell duration. The welfare gains from insurance are determined by

the expected path of consumption at the start of a spell. In particular, the faster the marginal utility

of consumption is expected to increase over the time of a spell, the more beneficial it is to increase

the potential duration of benefits to insure the long term unemployed.

Once again, the interest of formula (3) is to offer readily available local policy recommenda-

tions concerning the optimal timing of benefits using statistics that can be estimated at potentially

high frequency using administrative data, as shown in proposition 2.

Relating moral hazard and liquidity effects to estimable behavioral responses:

The dichotomy between the purely distortionary effects of UI (moral hazard effect) and the liq-

uidity effects of UI has been shown to be critical to assess the welfare impact of UI. But, to date,

the dichotomy has been of little practical interest because of the difficulty to disentangle these two

effects empirically. Apart from Chetty [2008], there has been no attempt to estimate the magnitude

of liquidity effects, and common sense assumes that this would somehow require data on sever-

ance payments. Proposition 2 shows that, under the assumption that the liquidity constraint is not

yet binding at the exhaustion of UI benefits, the moral hazard and liquidity effects can actually
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be disentangled simply by using estimates of the behavioral responses to a change in both benefit

level and potential duration.

PROPOSITION 2. If the borrowing constraint does not bind after B periods, the moral hazard

effect Q1 is a linear combination of the effects on exit rate at the start of a spell of an increase in

benefit duration and of an increase in benefit level:

1
B

∂s0

∂b

����
B
� 1

b
∂s0

∂B
= F1Q1 (4)

where F1 =
S(B)�DB+s0

B
DB�s0(B�1)

Proof: see appendix C.

The intuition for this result is the following. If the Euler equation holds for at least B periods,

it means that agents can freely transfer money across the first B periods. From the perspective of

an unemployed in period zero, any increase in benefits in these B periods, be it at period t or t 0,

is equivalent and commensurable to an increase in consumption while unemployed in period zero.

The only difference is the probability of receiving this benefit, because of the difference in the

expected survival rate at period t or t’. By reweighting the effect of a change in benefit level at

time t or t 0 by these survival rates, we can make the liquidity effect equivalent (by giving the same

dollar amount in expectation) and the difference in the two reweighted effect identifies the pure

moral hazard13.

Proposition 2 tells us that if we can estimate the responses of the exit rate at the beginning

of a spell with respect to a change in both benefit level and potential duration, we have a simple

way to assess how the overall behavioral response breaks down into liquidity and moral hazard

effects. This result relies of course on our ability to test the assumption that the credit constraint

is not yet binding after B periods. In section 4 I provide a simple test of this assumption using
13Note that the formula carries on for all points of support of the hazard function. So potentially, one could look at

the evolution of liquidity effects over the time of an unemployment spell.
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post-exhaustion behavior with administrative data. An important point to note here is that this

assumption does not mean that the liquidity effect is zero. In other words, the fact that the credit

constraint is not binding after B periods does not mean that the existence of a credit constraint does

not affect the optimal consumption path chosen by the unemployed until time B.

2 Empirical strategy

Assessing the welfare effects of UI benefits rests critically on our ability to identify and estimate

the behavioral responses of search effort to changes in UI benefits. The empirical challenge lies

in the difficulty to find credibly exogenous and time invariant sources of variations in UI benefits.

Most sources of variations used in the literature on US data come from changes in state legislation

over time14, with the issue that these changes might be endogenous to labor market conditions. I

describe in this section how one can use the presence in most US states of kinked schedules in the

relationship between previous earnings and both benefit level and benefit duration to estimate the

responses of labor supply to UI benefits using administrative data on UI recipients. My empirical

strategy has several important advantages. First, in contrast to studies using regional or time varia-

tion in UI benefits, the RK design holds market-level factors constant, such that I identify changes

in the actual behavioral response, net of any market level factors that may change over time or

across regions. Second, the RK design allows me to identify behavioral responses with respect

to both benefit level and potential duration for the same workers in the same labor markets. With

these estimates, one can recover the liquidity versus moral hazard ratio of the effect of UI benefits

following proposition 2, and fully assess the welfare effects of an increase in both benefit level and

benefit duration. Finally, my empirical strategy, based on the use of administrative data, delivers

high frequency estimates of behavioral responses without the need for quasi-experimental policy

reforms, which is critical for welfare recommendations based on sufficient statistics formula.

14See for instance Meyer [1990] or Card and Levine [2000].
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2.1 Regression Kink Design

There has been recently a considerable interest for RK designs in the applied economics litera-

ture. References include Nielsen et al. [2010], Card et al. [2009], Dong [2010] or Simonsen et al.

[2010]. The reason of this recent development is that in many settings, RK designs offer valid non

parametric inference of the average treatment effect in the absence of instruments. Conditions for

the validity of the RK design are stringent nevertheless, more stringent than in the RD design. RK

designs also require a lot of statistical power to detect local changes in the slope of the conditional

expectation function. Here, I consider a model where the treatment is continuous and is a known

deterministic function of the running variable, as in Nielsen et al. [2010] or Card et al. [2009].

This type of setting can be thought of as a sharp design in the sense that everyone is a complier

and obeys the same treatment assignment rule. But the identification strategy can be extended to

classes of model with fuzzy design where the functional form for the treatment is unknown, as in

Dong [2010] who consider a binary treatment. I am interested in the following model:

Y = y(b,D,W1,W2,e)

where Y is a duration outcome, b (the level of UI benefits) and D (total potential duration of

benefits) are two continuous regressors of interest, W1, W2 are two other potentially endogenous

regressors, and e is unobservable heterogeneity. Note that I allow for completely unrestricted non-

additive heterogeneity. This very general non-parametric framework has the advantage of nesting a

wide range of duration model such as the accelerated failure-time model or other semi-parametric

duration models. In particular, I do not impose modeling assumptions that may not be empirically

valid such as the proportional hazard assumption traditionally used in duration analysis. Note also

that, similar to RD designs, other covariates are generally not needed for consistency in estimating

the average (unconditional) treatment effect, though they may be useful for efficiency or for testing

the validity of RKD assumptions. However, if desired, additional covariates Z could be included

in the analysis by letting all the assumptions hold conditional upon the values Z may take on15.
15In the estimation, I also considered models where I include covariates as additional regressors.
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H(.) is the c.d.f. of e. I define two average marginal effects of b and D, a and b as:

a =
R ∂y(.)

∂b dH(e|b,w1) and b =
R ∂y(.)

∂D dH(e|D,w2)

These constructs are the effect of a marginal increase in b (resp. D) for b, w1 (resp. D, w2) fixed at

their kink point value integrated on the distribution of the unobservable. This can be thought of as

an average treatment effect (ATE) weighted by the ex ante probability of being at the kink given

heterogeneity type.

The key element of the RK design is the fact that b = b(W1) (resp. D = D(W2)) is a determin-

istic, continuous but kinked function of the endogenous assignment variable W1 at W1 = k1 (resp.

W2 = k2). Using this kink in the relationship between b and W1 (resp. D and W2), it is possible

to identify a and b under two conditions. The first is a regularity condition: ∂y(.)
∂b (resp. ∂y(.)

∂D ) is

continuous in b (resp in D) and ∂y(.)
∂w1

is continuous in w1 for all b,w1,e (resp. ∂y(.)
∂w2

is continuous in

w2 for all D,w2,e). This condition states that the direct marginal effect of the assignment variable

on the outcome should be smooth. The second condition is a smooth density condition. The c.d.f

of W1 (resp. W2) conditional on e FW1|e(W1|e) is twice continuously differentiable in W1 at W1 = k1

(resp. W2 = k2) for all e. This second condition requires that the derivative of the conditional

probability density function is continuous for all e at the kink so that density of the unobserved

heterogeneity evolves smoothly with the assignment variable at the kink. Under these two condi-

tions, we have:

a =
limw1!k+1

∂E[Y |W1=w1]
∂w1

� limw1!k�1
∂E[Y |W1=w1]

∂w1

limw1!k+1
∂B(w1)

∂w1
� limw1!k�1

∂B(w1)
∂w1

b =
limw2!k+2

∂E[Y |W2=w2]
∂w2

� limw2!k�2
∂E[Y |W2=w2]

∂w2

limw2!k+2
∂D(w2)

∂w2
� limw2!k�2

∂D(w2)
∂w2

The two conditions are needed because a marginal increase in the assignment variable w1 in-
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duces an effect on the outcome through b (because of the deterministic relationship between b and

the assignment variable) but also through the direct effect of the assignment variable on the out-

come and through the change in the distribution of the unobserved heterogeneity. Only if the latter

two effects are smooth and cancel out by differencing on both sides of the kink can the change in

the derivative of the conditional expectation function at the kink isolate the causal effect of b on

the outcome.

Note that the assumptions needed for the validity of the RK design are somewhat stronger than

for the validity of a RD design, since not only the conditional p.d.f. of the assignment variable but

its derivative also need to be continuous for all unobservable individual types e. These assump-

tions are always fundamentally untestable, i.e. whether each individual’s ex ante density and its

derivative are continuous is fundamentally untestable, since for each individual we only observe

one realization. But first, knowledge of the institutional details are a good way of assessing the

credibility of the RKD identification assumption. In the case of UI, manipulation of the assign-

ment variable seems complicated and the local random assignment seems likely to hold. Very few

people know the schedule of UI benefits while still employed. Moreover, to be able to perfectly

choose ex ante one’s position in the schedule of both benefit level and potential duration, it is nec-

essary to know continuously one year in advance the date at which one gets fired and the schedule

that shall apply then16 and to optimize continuously not only one’s highest-earning quarter but also

the ratio of base period earnings to the highest-earning quarter. Second, it is always possible to

check empirically for clear violations of the RKD assumptions. In particular, to assess the validity

of the smooth density assumption, it is useful to check whether pre-determined covariates have a

c.d.f that is twice continuously differentiable with respect to the assignment variable. I do so by

estimating changes in the slope of the conditional expectation function of some pre-determined

covariates like age, education or gender given the assignment variable. I also provide another test

which consists in extending the approach of McCrary [2008] and test for the continuity of both the

p.d.f of the assignment variable and of its first derivative around the kink.
16As shown in figures 1 and 2, the schedule changes rather frequently.
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Estimation of a and b is straightforward. The denominator of the estimand is deterministic, and

is the change in the slope of the schedule at the kink. The numerator is the change in the slope of

the conditional expectation function of the outcome given the assignment variable at the kink. It

can be simply estimated by running parametric polynomial models of the form:

E[Y |W = w] = µ0 +[
p̄

Â
p=1

gp(w� k)p +np(w� k)p ·D] where |w� k| h (5)

where W is the assignment variable, D = 1[W � k] is an indicator for being above the kink thresh-

old, h is the bandwidth size, and the change in the slope of the conditional expectation function is

given by n1.

Because the RK design fully controls for labor market conditions (that may be endogenously de-

termined by the level of benefits) by netting out its effects across similar individuals at the kink, the

estimated elasticities can be interpreted as micro-elasticities in the sense of Landais et al. [2010],

i.e. a pure partial equilibrium elasticity, net of any equilibrium adjustments in labor market tight-

ness.

To assess the welfare effects of UI benefits, I have shown in section 1 that one needs to estimate

not only the elasticity of unemployment duration with respect to UI benefits, but also the effect of

UI on the exit rate at the start of a spell. The advantage of the RKD setting is that it can easily be

extended to the estimation of the effect of unemployment benefits on the hazard rate at different

points of the hazard support.

Let st = Pr[Y = t|Y � t,W = w] define the hazard rate at time t conditional on the assignment
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variable, I am interested in the average effect on the hazard rate of a continuous regressor b 17:

at =
∂st(Y |W = w)

∂b

Under the assumption that ∂st(Y |W=w)
∂w |b=b(w) is smooth, the logic of the RK design can be ex-

tended to identification of at and we have:

at =
limw!k+1

∂st(Y |W=w)
∂w � limw!k�1

∂st(Y |W=w)
∂w

limw!k+1
∂b(w)

∂w � limw!k�1
∂b(w)

∂w

Estimation of at is also straightforward. The denominator of the estimand is deterministic, and

is the change in the slope of the schedule at the kink. The numerator is the change in slope at the

kink of the hazard rate at time t conditional on the assignment variable. It can be simply estimated

by running a linear probability model of the following form:

Pr[Y = t|Y � t,W = w] = µt,0 +[
p̄

Â
p=1

gt,p(w� k)p +nt,p(w� k)p ·D] where |w� k| h (6)

where nt,1 gives once again the numerator of the RK estimand for the effect of benefit level on

the hazard rate at week t.

Note that the assumption that ∂st(Y |W=w)
∂w |b=b(w) evolves smoothly at the kink is actually rela-

tively strong regarding the selection process (into remaining unemployed) when unobserved het-

erogeneity q also determines the exit rate out of unemployment st({bt}B
t=0 ,q). In fact, it implies

that the heterogeneity effect is additively separable, in which case 8t, ∂2st
∂bt∂q = 0, meaning that the

unobserved heterogeneity only acts as a shifter, independently of UI benefits. Once again, even

though this smoothness assumption is fundamentally untestable, it is nevertheless always possi-

ble to check empirically for clear violations by looking for all t at the smoothness of the p.d.f of

the assignment variable (conditional on still being unemployed after t weeks) around the kink, as
17The same logic applies to effect of potential duration D.
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well as at the smoothness of the relationship between some covariates and the assignment variable

(conditional on still being unemployed after t weeks) around the kink.

2.2 Data

The data used is from Continuous Wage and Benefit History (CWBH) UI records18. This is the

most comprehensive, publicly available administrative UI data set for the US. CWBH data contains

the exhaustive of all unemployment spells and wage records for five US states between 1978 and

198419: Idaho, Louisiana, Missouri, New Mexico and Washington20. This enables me to replicate

and successfully test for the validity of the RK design in many different settings and labor market

conditions. Three other important advantages of the data are worth noting21. First, CWBH data

provides accurate information on the level of benefits, potential duration, previous earnings and

work history over time. Given the large degree of measurement error found in survey data, admin-

istrative data like the CWBH are the only reliable source if one wants to implement identification

strategies such as the regression kink design used in this paper. Administrative data was also sup-

plemented by a questionnaire given to new claimants in most states participating to the CWBH

project, which gives additional information on socio-demographic characteristics of the claimants

such as ethnicity, education, spouse’s and dependents’ incomes, capital income of the household,

etc22. Second, since identification in the regression kink design relies on estimating changes in the

slope of the relationship between an assignment variable and some duration outcomes of interest,

the granularity of the CWBH data, which contains the exhaustive of unemployment spells, is a

key advantage and smaller samples of UI recipients would in general not exhibit enough statistical

power to detect any effect in a RK design. Finally, labor market conditions exhibit a lot of variation

for the states and years for which CWBH data is available, which means that behavioral responses

and welfare effects of UI can be estimated for very different labor market conditions. Figure B3
18I am especially grateful to Bruce Meyer and Patricia M. Anderson for letting me access the CWBH data.
19Records for Idaho begin in 1976.
20The CWBH also contains a small sample of records for Pennsylvania that I was not able to exploit.
21For further details on the CWBH dataset, see for instance Moffitt [1985a]
22Some of these questionnaire information are unfortunately not available for certain years depending on the state.
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displays the evolution of monthly unemployment rates computed from the Current Population Sur-

vey in the five states for the time period available in the CWBH dataset. The data spans a period

of low unemployment (1976 to 1979) followed by two recessions (January to July 1980 and July

1981 to November 1982). Following the 1981-1982 recession, the US unemployment rate surged

above 10% and reached higher levels than during the Great Recession. In this respect, the CWBH

data offers a truly interesting comparison with the current situation of the US labor market. I report

in table A2 in appendix A descriptive statistics for the CWBH sample. It is interesting to note that

the composition of the UI recipients in the CWBH is relatively close to that of UI recipients during

the Great Recession23. A notable difference, though, is the relatively lower fraction of very long

term unemployed during the 1981-83 recession than during the Great Recession, as pointed out

by Aaronson et al. [2010], which may be partly due to a change in labor supply responses at the

extensive margin for female workers24.

Unemployment Insurance claims are observed at weekly frequencies in the administrative data

so that all duration outcomes are measured and expressed in weeks. I focus on several duration out-

comes. The duration of paid unemployment, which corresponds to the number of weeks a claimant

receives unemployment compensation for a given spell. The duration of claimed unemployment

corresponds to the number of weeks a claimant is observed in the administrative data for a given

unemployment spell. This duration differs from the duration of paid unemployment. First, because

most states have instated waiting periods, which means that after a claim has been filed, there is a

minimum period during which the claimant cannot receive any UI compensation. Second, because

a lot of spells exhibit interruptions in payment with the claimant not collecting any check for a

certain number of weeks without being observed in the wage records. The third duration outcome

of interest is the duration of the initial spell as defined in Spiegelman et al. [1992] The initial spell

starts at the date the claim is filed and ends when there is a gap of at least two weeks in the re-

ceipt of UI benefits. Finally, the duration of total non-employment is also an important outcome,

since its elasticity is a necessary statistics to compute the welfare effects of UI. Unfortunately, the
23For an interesting comparison, see for instance Table 2.1 in Krueger and Mueller [2011]
24Women seem to be less likely to exit the labor force during the Great Recession than during previous recessions.
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duration of total non-employment cannot easily be computed with administrative UI data since un-

employed individuals traditionally leave the dataset after exhausting their benefits. In Washington

state though, the wage records matched to the UI records contain information about reemployment

dates so that I was able to compute non-employment durations.

2.3 Institutional Background

The identification strategy relies on the presence of kinks in the schedule of UI benefits in US states.

In this section, I describe the main features of the states UI legislation. In almost all US states,

UI benefits depends on the labor market activity of the claimant in the period before becoming

unemployed. This period is usually defined as the base period, and is traditionally the last four

completed calendar quarters immediately preceding the start of the claim. The weekly benefit

amount b received by a compensated unemployed is a fixed fraction t1 of his highest-earning

quarter (hqw) in the base period25 up to a maximum benefit amount bmax:

b =

8
<

:
t1 ·hqw

bmax if t1 ·hqw > bmax

Figure 1 plots the evolution of the weekly benefit amount schedule in Louisiana for the time

period available in the CWBH data. The schedule applies based on the date the UI claim was filed,

so that a change in the maximum weekly benefit amount does not affect the weekly benefit amount

of ongoing spells. In Louisiana, t1 is equal to 1/25 which guarantees a constant replacement ratio

of 52% of the highest-earning quarter up to the kink, where the replacement ratio decreases. The

number of weeks a claimant can collect UI benefits is determined by two rules. First, there is

a maximum duration Dmax that cannot be exceeded, usually 26 weeks. But the total amount of

benefits that a claimant is able to collect for a given benefit year is also subject to a ceiling, which

is usually determined as a fraction t2 of total earnings in the base period bpw. So the total amount
25Some states, such as Washington, use the average of the two highest-earning quarters in the base period. For

details about states’ legislation and sources, see appendix.
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of benefits collected is defined as:

B = min(Dmax ·b,t2 ·bpw)

This ceiling in the total amount of benefits determines the duration of benefits, since duration

D = B
b is simply the total amount of benefits divided by the weekly benefit amount. Duration of

benefits can therefore be summarized as26:

D =

8
<

:
Dmax

t2 · bpw
min(t1.hqw,bmax)

if t2 · bpw
min(t1·hqw,bmax)

 Dmax

Duration is thus also a deterministic kinked function of previous earnings. To analyze indepen-

dently the effects of duration and of the benefit amount in the regression kink design, it is useful

to break down the sample in different subgroups. Figure B4 in appendix B summarizes the kinked

schedules of the weekly amount and potential duration of UI benefits for Louisiana for all the dif-

ferent subgroups.

First, for claimants who hit the maximum weekly benefit amount, b = bmax, there is a kink in

the relationship between potential duration and base period earnings bpw at bpw = Dmax.
bmax
t2

D =

8
<

:
Dmax

t2
bmax

·bpw if bpw  Dmax · bmax
t2

The schedules of b and D for this subgroup is displayed on the left of panel B in figure B4. For

claimants who are below the maximum weekly benefit amount, b < bmax, (right of panel B in

figure B4) there is a kink in the relationship between potential duration and the ratio of base period
26Idaho is the only state in the CWBH data with different rules for the determination of benefit duration. In Idaho,

as explained in the appendix, there is no ceiling on the total benefit amount for a given benefit year, but the potential
duration is a step function of the ratio bpw/hqw of the base period earnings to the highest quarter earnings.
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earnings to the highest-earning quarter at bpw
hqw = Dmax.

t1
t2

D =

8
<

:
Dmax

t2
t1
· bpw

hqw if bpw
hqw  Dmax · t1

t2

Finally, if bpw
min(hqw, bmax

t1
)
 Dmax.

t1
t2

, then:

D = t2 ·
bpw

min(t1.hqw,bmax)

For these claimants, whose schedules are displayed on the left of panel A in figure B4, potential

duration is always inferior to the maximum duration Dmax but the relationship between duration

and highest quarter earnings hqw exhibits an upward kink at hqw = bmax
t1

, which is also the point

where the relationship between the weekly benefit amount b and hqw is kinked. When estimating

the independent effect of b on unemployment duration in the regression kink design, I drop these

observations and focus only on individuals with maximum potential duration (D = Dmax) to avoid

having two endogenous regressors kinked at the same point. The schedules for this subgroup is

shown on the right of panel A in figure B4.

The rules for the determination of benefit duration discussed above constitute the basis of the

UI benefit system (Tier I) that applies in each state. During recessions, and depending on state

labor market conditions, two additional programs superimpose on Tier I to extend the duration

that UI benefits are available. The first program is the permanent standby Extended Benefit pro-

gram, federally mandated but administered at the state level (Tier II). This program provides with

an additional duration of 50% of regular state duration up to a total of 39 weeks when the state

unemployment rate reaches a certain trigger. When the EB program is in action, the slope of the

relationship between previous earnings and benefit duration is steeper but the location of the kink

is identical as shown for instance in figure 2. 27

27Some specificities of EB program changed in 1981. Before 1981, two triggers existed: a national trigger, and
a state trigger. In the Omnibus Budget Reconciliation Act of 1981, Congress voted to eliminate the national trigger
entirely (effective July 1, 1981) and to permit the states to establish an optional trigger when the unemployment rate
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On top of the EB program, federal extensions are usually enacted during recessions (Tier III).

During our period of analysis, the Federal Supplemental Compensation (FSC) program was in

action from September 1982 to March 1985. The FSC program had four different phases with ad-

ditional duration of 50% to 65% of state regular duration with maximum depending on state labor

market conditions28. The FSC introduced additional kinks in the relationship between previous

earnings and benefit duration as shown in figure 2 in the case of Louisinia29. Most importantly,

benefit extensions create non-stationarity in the potential duration of benefits over the duration of

a spell, which creates challenges for inference in the RK design, as I discuss in section 3.2.

3 Effect of UI benefits on unemployment duration

I present in this section results of the estimation of the elasticity of unemployment duration with

respect to both UI benefit level and UI potential duration. These elasticities are key inputs in the

welfare formulas of proposition 1. The objective of this section is also to assess the validity of the

RK design to estimate these elasticities. I propose and run several tests aimed at assessing both the

validity of the identifying assumptions, and the robustness of the RK estimates. I also take advan-

tage of the large variations in labor market conditions across states and over time to investigate the

evolution of labor supply responses to UI over the business cycle.

reaches 6 percent, rather than 5 percent. The mandatory trigger rate was also raised.
28For details on the FSC, see appendix and Corson et al. [1986]
29The figure is a simplified summary of the many different schedules that applied in Louisiana between 1979 and

1983. Within each phase of the FSC for instance, maximum durations changed several times based on state labor
market conditions. See table III.1 in Corson et al. [1986] for complete details.
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3.1 Benefit level

I begin by presenting the results of the analysis of the effect of UI benefit level on unemployment

duration. In the analysis, I divide for each state all the unemployment spells in subperiods based

on the evolution of the UI schedule as well as of labor market conditions. There are two main con-

siderations behind the choice of subperiods. Grouping unemployment spells over a larger period

of time has the advantage of providing with a larger number of observations at the kink for statis-

tical power. The pooled analysis will therefore yield more efficient estimates. But, this efficiency

gain comes at a cost, because of the pooling of observations from different schedules when the

maximum benefit amount changes frequently over time. For each unemployment spell, I center

the highest quarter of earnings at the kink point in the schedule that is applicable given the date the

claim was filed. If the maximum benefit amount increases from bmax1 to bmax2, then the change in

slope at the kink remains unaffected but the level of benefit at the kink is higher and the pooled

estimate represent an average of the marginal effects at bmax1 and bmax2. Another potential issue of

choosing longer subperiods is the presence of high inflation rates at the beginning of the period of

analysis which creates an attenuation bias on the estimates. Because of these potential concerns, I

also present below checks for the sensitivity of the results to the choice of the number and length

of sub-periods.

Graphical Evidence

I begin by showing graphical evidence in support of the RKD assumptions. First, I plot densities of

the assignment variable in order to detect potential manipulation of the assignment variable at the

kink point. Figure 3 shows the number of spells observed in each bin of $250 of highest quarter of

earnings30 centered at the kink point in Louisiana for two subperiods. The first period from january

1979 to september 1981 is a period of relatively low unemployment in Louisiana (monthly unem-

ployment rate of 7.0% on average). The second period from september 1981 to december 1983 is

a period of very high unemployment in Louisiana with a monthly unemployment rate of 10.8% on
30The choice of the bin size in our graphical analysis is done using the formal test of excess smoothing recommended

by Lee and Lemieux [2010] in the RD setting. A bin size of $250 is the largest that passes the test for all states and
outcomes of interest.
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average. The two histograms show no signs of discontinuity in the relationship between the num-

ber of spells and the assignment variable at the kink point. To confirm this graphical diagnosis, I

also performed McCrary tests as is standard in the Regression Discontinuity Design literature.The

estimate for the log change in height and its bootstrapped standard error are displayed directly on

both histograms and confirm that we cannot detect a lack of continuity at the kink for both peri-

ods. This test is of course only a partial one because, first, as explained above, the assumption

of continuity of the ex ante individual density is fundamentally untestable, and second, because it

does not provide evidence on the continuity of the derivative of the conditional density at the kink.

But the spirit of the McCrary test can be simply extended to test for violation in the continuity of

the derivative, as done in Card et al. [2009]. The idea is to regress the number of observations Ni

in each bin on polynomials of the average highest quarter of earnings in each bin (centered at the

kink) (w� k) and the interaction term (w� k) ·1[W�k]. The coefficient on the interaction term for

the first order polynomial (testing for a change in slope of the p.d.f) reported on both graphs is

insignificant which supports the assumption of a continuous derivative of the conditional density

at the kink.

A key testable implication of a valid RK design is that the conditional expectation of any covari-

ate should be twice continuously differentiable at the kink. This can be visually tested by plotting

the mean values of covariates in each bin of the assignment variable as done in figure 4 for the first

sub period in Louisiana. The four panels of figure 4 all suggest that the covariates evolve smoothly

at the kink, in support of the identification assumptions of the RK design. Formal tests can also

be performed by running polynomial regressions of the form described in equation 5. Results are

described in the next subsection.

The pattern for the outcome variables offers a striking contrast with that of covariates, as shown

in figure 5 which display the evolution of the mean values in each bin of the main outcome of

interest, the duration of UI claims, against the assignment variable centered at the kink, for all five
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states, for the first sub period in each state31. There is a sharp visible change in the slope of the

relationship between the duration of UI claims and the assignment variable at the kink point of the

benefit schedule for all five states32. This provides supportive evidence for the identification of an

effect of benefit level on unemployment duration in the RK design.

Estimation Results

Table 1 shows the results for the baseline specification of equation 5 in the linear case for Louisiana

and for the two sub periods 1979 to 1981 and 1981 to 1983. In each column, I report the estimate

of the weighted average treatment effect ba = � bn1
t1

, with robust standard errors. Each estimate is

done using nominal schedules, but the ba are rescaled to 2010 dollars and they should be inter-

preted as the marginal effect of an extra dollar of 2010 in weekly benefit amount on the average

duration (in weeks) of the outcome. I also report the elasticity with respect to the benefit level

(eb = ba · bmax
Y1

, where Y1 is mean duration at the kink point) and its robust standard error, as well

as the p-values from a Goodness-of-Fit test that consists in comparing the polynomial model to

the same polynomial model plus a series of bin dummies. The results are consistent across the

three duration outcomes of interest, with an estimated elasticity of between .36 and .41 for the first

period and .51 and .6 for the second period. In each case, the linear specification is not considered

too restrictive compared to the model including bin dummies as suggested by the large p-values of

the Goodness-of-Fit test. For covariates, to the contrary, I cannot detect evidence of a significant

change in the slope of the conditional expectation at the kink for any of the two periods.

In table 2 panel A, I analyze the sensitivity of the results to the choice of the polynomial order.
31Results for other important related duration outcomes of interest, the duration that UI benefits are paid, and the

duration of initial spell, are displayed in figures B5 and B6 and reveal the exact same patterns.
32It is interesting to note that for Missouri, the change in slope seems to be smaller, which is due to a smaller change

in slope in the benefit schedule, where t1 is equal to 1/20, instead of 1/25 in most other states. Besides, the relationship
between unemployment duration and highest quarter of earnings seems to be slightly increasing on the right of the
kink in Missouri, contrary to other states, where it is decreasing. This might be due to the very low level of the kink
in the distribution of previous earnings compared to other states, since in Missouri, both t1 and bmax are very small.
Because of this, liquidity effects might be stronger on the right side of the kink in Missouri than in other states, and
higher previous earnings lead to higher unemployment duration.
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I display the same results as in Table 1 for a linear, a quadratic, and a cubic specification33. I also

report the Aikake Information Criterion (AIC) for all specifications. The estimates for a are quite

similar across the different specifications. Standard errors of the estimates nevertheless increase

quite substantially with higher order for the polynomial. The AIC suggest that the quadratic spec-

ification is always dominated but the linear and the cubic specification are almost equivalent, and

none of them is too restrictive based on the p-values of the Goodness-of-Fit test. Table 2 panel B

explores the sensitivity of the results to the choice of the bandwidth level. Results are consistent

across bandwidth sizes, but the larger the bandwidth size, the less likely is the linear specifica-

tion to dominate higher order polynomials. Overall though, it should be noted that the RKD does

pretty poorly with very small samples, and therefore is a quite demanding in terms of bandwidth

size compared to a regression discontinuity design. In practice, I found that the precision of the

estimates would fall quite substantially when reducing bandwidth sizes below 1500.

An additional concern is that using relatively long sub periods with nominal schedules may lead

to an attenuation bias because inflation causes an extra nominal dollar in weekly benefit amount to

be worth less at the end than at the beginning of the sub period. To examine the robustness of the

results to this concern, I present results using a larger number of sub-periods in table 3. Estimates

of a are clearly in line with the baseline, ranging between .025 and .055. The drawback of using

shorter sub-periods is that the relationship between the assignment variable and the outcome be-

comes noisier. Even though the change in the slope is quite precisely estimated in each of the five

sub-periods, the p-values of the Goodness-of-Fit test are smaller, indicating that the polynomial

specifications have more difficulty fitting the data.

Because the total duration of non-employment matters for the government’s budget constraint,

the elasticity of the duration of total non-employment is also a necessary statistics for assessing

the welfare effects of UI, as shown in proposition 1. In table 4, I display estimates of the elas-

ticity of all duration outcomes, including the duration of total non-employment, in Washington,
33For all three specifications, the bandwidth is set at 2500.
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the only state for which we observe reemployment dates from wage records in the CWBH data.

Interestingly, the marginal effect of a change in benefit level on the duration of non-employment

is very similar to the effect on the duration of UI claims or on the duration of paid UI. But the

duration of non-employment being usually quite longer than the duration of paid UI, the elasticity

of non-employment duration is relatively lower than the elasticity of paid UI spells.

One important contribution of this paper is to provide a thorough assessment of the validity of

the regression kink design. I therefore provide three additional tests for the robustness of the RKD

estimates, intended to constitute the basis for a set of good practices when implementing RKD

estimation. For the sake of brevity, most of the details of these tests are given in the appendix.

The first two tests deal with the issue of functional dependence between the forcing variable

and the outcome of interest. A key identifying assumption of the RK design is that, conditional

on b, this relationship is smooth at the kink. But in practice, it could be that the relationship be-

tween the forcing variable and the outcome (in the absence of a kink in the schedule of b) is either

kinked or simply quadratic. Then, the RKD estimates are likely to be picking up this functional

dependence between y and w1 instead of the true effect of b on y. One way to control for this type

of issue would be to compare two groups of similar individuals with different UI schedules, so

that kinks would be at different points of support of the forcing variable. As shown in appendix

B, under the assumption that the functional dependence between y and w1 is the same for the two

groups, the average treatment effect can be identified and estimated in a “double-difference regres-

sion kink design”. To implement this strategy, the idea is to use the presence of variations in the

maximum benefit amount over time, that shift the position of the kink across the distribution of the

forcing variable (as shown in figure 1). The problem though is that, taken separately, each varia-

tion in maxb is too small to give enough statistical power to detect changes in slopes because the

bandwidths are too small, and as previously pointed out, the drawback of the RKD is to be quite

demanding in terms of bandwidth size. The idea therefore is to compare periods that are further

away in time. The obvious drawback of this option is that the identifying assumption is less likely
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to hold as one compares periods that are further away in time. In particular, one may worry about

the high inflation rates during this period. It is important to note here that the maximum benefit

amount increased in Louisiana a lot faster than inflation (40% between September 1979 and Sept

1982 and total inflation was less than 20% during that period), so that there is a clear and important

change in the schedule in real terms 34. Figure B1 in appendix shows the relationship between

the duration of paid unemployment and the forcing variable in 1979 and 1982. Interestingly, there

is a kink in this relationship in 1979 at the level of the 1979-kink in the schedule, and this kink

disappears in 1982, when a new kink appears right at the level of the 1982-kink. Furthermore, in

the interval between the 1979 and 1982 kinks, there is a change in slope in the relationship between

the duration of unemployment and the forcing variable. This evidence is strongly supportive of the

validity of the RK design. Table B1 reports the double-difference RKD estimates of the effect of

benefit level corresponding to the evidence of figure B1. The point estimates are perfectly in line

with the baseline RKD estimates of table 1. The DD-RKD strategy being a lot more demanding,

the precision of the estimates is nevertheless quite reduced compared to the baseline RKD strategy.

Another way to test for the functional dependence between earnings and the outcome is to run

RKD estimates using as the forcing variable a placebo, i.e. a proxy for previous earnings, that

would not be too correlated with the highest quarter of earnings. In the CWBH data, the variable

that is best suited for this strategy is the reemployment wage. Table B2 explores the robustness of

the RKD results using the post unemployment wage as a placebo forcing variable instead of the

pre-unemployment highest quarter of earnings. Results show that we cannot detect any effect in

these placebo specifications which confirm that the baseline RKD estimates are not just an artifact

picking up a functional dependence between earnings and unemployment duration.

Another series of tests that should constitute the basis of any RKD analysis are non-parametric

or semi-parametric tests inspired by the literature on the detection of structural breakpoints in time

series analysis, following for instance Bai and Perron [2003]. I carry out here a straightforward
34To further alleviate this concern, I also control for quadratic in real highest quarter of earnings in the DD-RKD

specifications and find similar results.
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test that consists in trying to detect the location of the kink by looking for the kink point that would

minimize the residual sum of squares or equivalently maximize the R-squared35. Details of the

test are given in appendix B. I report in figure B2 the evolution of the R-squared as I change the

location of the kink point in specification (5). The evolution of the R-squared as one varies the

location of the kink points provides evidence in support of the validity of the RKD design. For

both periods, the R-squared increases sharply as one moves closer to the actual kink point and then

decreases sharply, supportive of the existence of a kink around 0. Despite their bad small sample

properties, I recommend that these non-parametric or semi-parametric tests are always performed

when running RKD estimation, to make sure that the estimates are not picking up some spurious

breakpoints in the relationship between the forcing variable and the outcome of interest.

Comparison to other studies & cyclical behavior

I replicate the RKD estimation procedure for all states and periods. Overall, estimates are consis-

tently between .1 and .6 with an average of .3136. To get a sense of the validity of the RK design,

it is useful to compare the RKD estimates to existing estimates in the literature. My estimates are

on the lower end of the spectrum when compared to traditional benchmarks in the literature on

US data37. Estimation of the effect of UI benefit level in this literature has however always been

struggling with the endogeneity issue due to the joint determination of UI benefits and previous

earnings. Most empirical studies on US data therefore use proportional hazard models and add

controls for previous earnings38. In table B3 in appendix, I report the estimates of Cox propor-

tional hazard models on the CWBH data39, which enables me to compare my results to the widely

cited benchmark of Meyer [1990], who used a smaller sample of the same CWBH records. Table
35I conduct here a simple grid search but these tests can become computationally burdensome when looking for sev-

eral breakpoints or for more complicated models, in which case the use of more efficient algorithms is recommended,
as in Bai and Perron [2003].

36This is the average elasticity of the duration of initial spell for all 5 states and periods, where each period of
analysis is defined as the entire period for which the benefit schedule is left unchanged. This represents a total of 26
different estimates. The standard deviation is .2.

37See for instance the survey in Holmlund [1998] or Krueger and Meyer [2002].
38See for instance estimates in Chetty [2008], Kroft and Notowidigdo [2011] or Spinnewijn [2010].
39All the details of the estimation procedure are given in appendix B.
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B3 shows that the estimates of Meyer [1990], who found an elasticity of .5640, can be fully repli-

cated using his specification. The drawback of these estimates is that they do not fully address

the endogeneity issue due to the joint determination of UI benefits and previous earnings. Meyer

[1990] only controls for previous wages using the log of the base period earnings. Interestingly,

if one adds a richer set of non parametric controls for previous earnings to mitigate the concern

of endogeneity, and fully controls for variations across labor markets by adding time fixed effects

interacted with state fixed effects, the results converge to the RKD estimates and the elasticity

goes down to around .3. The reason is that, as one controls more efficiently for the functional

dependence between unemployment duration and previous earnings, the only identifying variation

in benefit level that is left comes from the kink in the benefit schedule, and the model naturally

converges to the identification strategy of the RKD. Overall, I find this evidence to be supportive

of the validity of the RK design.

Following the Great Recession, a recent literature has been interested in estimating how labor

supply responses to UI vary over the business cycle in order to assess the optimality of UI rules that

are contingent on the state of the labor market (Schmieder et al. [2012], Kroft and Notowidigdo

[2011]). I take advantage of the large variations in labor market conditions across states and over

time in the CWBH data to investigate how the RKD estimates vary with indicators of (state) labor

market conditions41. I correlate the RKD estimates with the average monthly unemployment rate

from the Current Population Survey prevailing in the state for each period. Results suggest that

increases in the state unemployment rate are associated with a slight decrease in the estimated elas-

ticity of unemployment duration with respect to the UI benefit level. In my preferred specification,

the results imply that the elasticity varies between .38 (.09) when the state unemployment rate is

at 4.5% (minimum in the CWBH data) and .25 (.10) when the unemployment rate is at 11.8%

(the max in the CWBH data). Overall, this evidence supports the idea of a small cyclicality of
40See Meyer [1990], Table VI, column (7). Coefficient estimates for log(b) in the proportional hazard models of

table B3 can be interpreted as the elasticity of the hazard rate s with respect to the weekly benefit level. However,
under the assumption that the hazard rate is somewhat constant, these elasticities can be easily compared to the RKD
elasticities of unemployment duration, since D ⇡ 1/s so that eD ⇡�es

41All the details on the analysis of the cyclical behavior of the estimates are once again given in appendix B.
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the (partial equilibrium) labor supply responses to UI, and is in line with the evidence of Kroft

and Notowidigdo [2011] for the US, although the cyclicality of the estimates is somewhat larger

in their analysis. One needs to acknowledge that the standard errors on the estimated coefficient is

rather large and the results of this exercise should be interpreted with some caution42.

3.2 Benefit Duration

Dealing with benefit extensions

The advantage of the RKD design is that the schedule of both the benefit level and the potential

duration of UI are deterministic and kinked allowing for non-parametric estimation of the effect of

both the benefit level and the potential duration of UI on unemployment duration. However, the

presence of frequent changes in the schedule of potential duration complicates the estimation of

the effect of potential duration in the CWBH sample. These frequent changes are due first to the

federal extensions of the FSC program following the 1981 recession, but also to the functioning

of the EB program before the Omnibus Budget Reconciliation Act of 1981: because of the ex-

istence of two triggers (a national trigger, and a state trigger), and because of the lower level of

unemployment required for these triggers to be activated, the number of EB sequences was much

larger before 1981 than it is today43. These frequent changes in the schedule of potential duration

are a concern for identification because a fundamental requirement of the RK design is that the
42In table B3, columns (4) to (6) , I also investigate how the effect of the log benefit correlates with state unemploy-

ment conditions in the standard Cox proportional hazard model, and find similar results, with the estimated elasticity
decreasing slightly between .36 for the bottom quartile of the distribution of state⇥month unemployment rates in the
CWBH data and .27 for the top quartile of unemployment rates.

43In Louisiana for instance the schedule changed 11 times between January 1979 and December 1983. When the
sample begins with spells starting as of 01/14/1979, only Tier I is in effect. Then the national EB trigger goes on from
7/20/1980 to 1/24/1981, starting a period of EB in Louisiana. From 01/24/1981 to 09/12/1981, only Tier I is in effect
again, but the state EB trigger goes on after 09/12/1981, which starts another period of EB. Before this new period of
EB is over, FSC-I comes in effect starting 09/12/1982, and therefore FSC-I and EB apply. After 10/20/1982, the state
trigger on EB goes off and only FSC-I remains in action. On 01/09/1983, FSC-II begins, and on 01/23/1983, the state
EB trigger goes on again. On 03/20/1983 the maximum duration of the FSC-II program in Louisiana is increased to
16 weeks. On 03/31/1983 the FSC-III program comes into effect, and at the same date, the maximum duration for
the Tier I program (standard state UI) is reduced from 28 to 26 weeks. On 06/19/1983 the maximum duration of the
FSC-III extension goes down to 12 weeks. On 10/19/1983 the FSC-IV extension program begins, but its rules and its
maximum duration in Louisiana are the same as for the FSC-III.
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unemployed anticipate the stationarity of the schedule during the whole duration of their spell.

Only observations for which the schedule did not change from the beginning of the spell to the end

of the potential duration can be kept in the estimation sample for estimating the effect of potential

duration on actual unemployment duration. In Louisiana for instance, when I restrict the sample

to spells with a stationary schedule throughout the whole potential duration of the spell, I am left

with only 3 sub periods: the first sub period contains all spells beginning between 01/14/1979 and

01/31/1980, the second contains all spells beginning between 09/12/1981 and 05/01/1982, and fi-

nally the third sub period contains all spells beginning after 06/19/1983 to 31/12/1983. The small

sample size issue of having to split the data in stationary sub periods is reinforced by the neces-

sity to break down observations according to their weekly benefit amounts, since individuals with

b = bmax and b  bmax face different schedules44. Given state UI parameters, sample size at the

kink can become to small for inference. Because of these constraints, the number of estimates for

the effect of potential duration is more limited than for the effect of benefit level.

Figure 6 shows the density at the kink in Louisiana for the three sub periods with stable po-

tential duration schedule. In all three sub periods, the number of observations in the estimation

sample around the kink is four to five times smaller than for the estimation of the effect of benefit

level. The histograms show no signs of discontinuity in the relationship between the number of

spells and the assignment variable at the kink point, apart in the second sub-period, where there

seems to be a slight discontinuity, which might be attributed to the smaller sample size. I also test

the RK design assumption of a twice differentiable conditional density at the kink more formally,

as in section 3.1. The second key assumption for the validity of the RK design, namely that the

conditional expectation of any covariate should be twice continuously differentiable at the kink,

seems also confirmed by graphical evidence. Figure 7 plots the mean values of covariates in each

bin of the assignment variable for one particular sub-period and all four panels suggest that the

covariates evolve smoothly at the kink. Note that because of a smaller sample size, a smaller bin
44Note also that for individuals hitting the maximum weekly benefit amount b = bmax, the location of the kink

changes every time the statutory maximum weekly benefit amount is increased which further reduces the estimation
sample size of observations with stationary schedule.
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size is recommended to avoid excess smoothing when using formal tests for the choice of the op-

timal bin size. This graphical diagnosis is also confirmed for each sub-period by formal tests for

the existence of a kink in the relationship between covariates and the assignment variable in table 5.

The strategy followed in figure 7 can be once again replicated for the outcome variables of in-

terest. Figure 8 plots the mean values of the duration of UI claims in each bin of the assignment

variable for the 3 sub-periods of analysis in Louisiana. In contrast with figure 7, figure 8 shows

clear signs of a kink in the relationship between the assignment variable and the duration of initial

spell at the kink. But the smaller sample size at the kink makes the relationship between the out-

come and the assignment variable a little noisier visually than in the case of the kink in the benefit

level schedule depicted in figure 5.

Estimation Results

Estimation of the ATE of potential duration in the RK design is similar to that of benefit level, and

relies on the estimation of the numerator of the RK estimand with polynomial regressions of the

form described in equation 5. Table 5 presents the results for the average treatment effect bb with

robust standard errors for Louisiana. For each of the three sub periods with stable schedules45,

I report the estimates of the preferred polynomial specification based on the Aikake Information

Criterion. The effect of an additional week of UI on average duration is consistently around .2 to .5

for all duration outcomes and sub-periods of interest. The linear specification is always preferred

and is never rejected by the Goodness-of-Fit test as indicated by the reported p-values. For covari-

ates in columns (4) to (8), to the contrary, the same estimation procedure does not reveal any kink

in the relationship with the assignment variable, which supports the validity of the RK design.

The estimates of an increase of .2 to .3 weeks of unemployment with each additional week of

UI are in line with previous estimates in the US such as Moffitt [1985b], Card and Levine [2000],
45For the third sub period, the 12 weeks maximum duration of FSC-III and FSC-IV introduces a small second kink

in the schedule, visible in figure 2, but due to a lack statistical power to detect its effect, I focus on estimation of the
effect of the larger kink.
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and Katz and Meyer [1990]. They are slightly higher than existing estimates in Europe using RD

designs such as Schmieder et al. [2012] for Germany. This could be due to much longer baseline

durations in European UI systems. In Schmieder et al. [2012] for instance, baseline potential dura-

tions, at which the effect of an extension of UI are estimated, are between 12 to 24 months, which

is 2 to 4 times longer than in the US.

How are the estimates presented here informative about the effect of UI extensions in the Great

Recession? UI institutions have little changed since the late 1970s: replacement rates and base-

line durations of state UI programs are more or less the same. Nevertheless, institutional settings

were different, and in particular, the relative generosity of safety nets for the long term out-of-work

has declined significantly in the 1990s with a complete overhaul of welfare programs. A conse-

quence is that elasticities are potentially slightly greater today because the continuation value of

unemployment past the UI exhaustion point is lower than in the CWBH data. Rothstein [2011],

however, finds very small effects of UI extensions during the Great Recession, but his identifica-

tion strategies might be picking up equilibrium effects in the labor market, which might be lower

during recessions in the presence of negative job search externalities as suggested in Landais et al.

[2010].

4 Moral hazard, liquidity and welfare calibrations

The previous section has shown that the RK design can deliver robust and timely estimates of labor

supply effects of UI benefits. But, to be able to calibrate the welfare implications of UI, one needs

to estimate the consumption smoothing benefits of UI, or, equivalently, as shown in section 1, the

ratio of liquidity to moral hazard effects in labor supply responses to UI. Proposition 2 has shown

that, under the assumption that the liquidity constraint is not yet binding at exhaustion, this ratio

can be identified by comparing labor supply responses to an increase in the benefit level versus

an increase in the potential duration of UI. I now show how can once again use the RK design to
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produce timely estimates of the welfare effects of UI.

To implement empirically this calibration strategy, one needs to be able to compute total non em-

ployment duration (D), as well as survival rates after exhaustion (S(B)). In the CWBH data, Wash-

ington is the only state for which this information is available through the matched UI records-wage

records. But, in practice, any UI administration could implement these calibrations since all UI ad-

ministrations link UI records with wage records to compute UI eligibility. To compute the liquidity

to moral hazard ratio, one needs to estimate at the same time the effect of benefit level and that of

potential duration. I therefore focus on the longest period (July 1980 to July 1981) for which we

have a stationary schedule in Washington for both benefit level and potential duration.

4.1 Test for the slackness of the liquidity constraint using post benefit

exhaustion behavior

The result of proposition 2 relies on the assumption that the liquidity constraint is not yet binding

at the exhaustion point B. I begin by providing a simple test for this assumption. The intuition

for the test is simple. If the liquidity constraint is binding, it means that the unemployed can no

longer deplete their asset; they are hand-to-mouth, and therefore, benefits that they have received

in the past do not have any effect on their future behavior. If to the contrary, exit rates after the

exhaustion point are affected by benefits received before exhaustion, it means that agents can still

transfer part of their consumption across time periods. To see this more formally, recall that the

effect of benefit at time B on search at time B+1, when the Euler equation holds and the liquidity

constraint is not binding, is given by:

∂sB+1

∂bB
=

u00(cu
B)

u0(cu
B+1)� v0(ce

B+1)
 0

∂sB+1
∂bB

is inversely proportional to the liquidity effect. In other words, when the Euler equation holds

and agents can transfer money freely across periods, an increase in benefits earlier during the spell
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reduces the probability of exiting unemployment because it increases asset level. But when the

agents can no longer smooth consumption perfectly or have little asset to transfer across periods,

the denominator (which is directly proportional to the consumption smoothing benefits of UI) in-

creases and ∂sB+1
∂bB

tends to be small in absolute value. When agents hit the borrowing constraint,

they become hand-to-mouth and set consumption equal to income every period, in which case the

Euler equation does not hold any more and ∂sB+1
∂bB

= 0.

The implementation of the test relies on the comparison of exit rates after benefit exhaustion.

To identify ∂sB+1
∂bB

, the idea is to compare the exit rates conditional on still being unemployed after

the maximum exhaustion point of two individuals, one having been given exogenously one more

week of covered UI than the other. Once again, the RK design can be used to implement the test,

taking advantage of the kink in the schedule of the potential duration of benefits, which creates

variations in the number of weeks that individuals can collect UI before time B, or equivalently

in the total amount of benefits that individuals can collect before time B. I run regressions of the

form of equation (6) where the outcome is the probability of exiting unemployment between 40

and 60 weeks46, conditional on still being unemployed after 39 weeks (the maximum duration of

benefits in Washington between July 1980 and July 1981). The assignment variable is the ratio

of base period earnings to highest quarter of earnings, that determines the potential duration of

UI. The RKD identifies ∂sB+1/∂B that I then divide by the benefit amount b to get ∂sB+1
∂bB

47. As

explained in section 2.1, when dealing with hazard rates, identification requires some assumptions

regarding the selection process in case some unobserved heterogeneity q also determines the exit

rate out of unemployment st({bt}B
t=0 ,q). Under the assumption that the heterogeneity effect is

additively separable, in which case ∂2sB
∂bB∂q = 0, then u00(cu

B)
u0(cu

B+1)�v0(ce
B+1)

is point identified. I ran tests

of smoothness of the relationship between observable covariates at the kink and the assignment

variable conditional on still being unemployed after 39 weeks, and could not detect significant
46Because of the small number of observations, I am forced to choose a rather large interval to increase the precision

of the estimates.
47I assume here that a marginal change in the potential duration of benefits B normalized by the benefit amount b

is the same as a marginal change in bB. This would be the case if B could be increased by a fraction of period. This
simplification does not affect the validity of the test but only the interpretation of the coefficient in column (1) of table
6.
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changes in slope, indicative of the validity of the identifying assumption.

Results are reported in column (1) of table 6. Having received one extra dollar of benefits before

39 weeks reduces the exit rate out of unemployment after exhaustion by a statistically significant

.19 percentage point. This means that benefits received before the exhaustion point still have a neg-

ative effect on exit rates after the exhaustion point, or in other words, that the liquidity constraint

is not yet binding at the exhaustion point. Note that per se, this statistics is interesting in the sense

that it is inversely related to the consumption smoothing benefits of UI at the exhaustion point. The

lower this statistics, the larger the liquidity effect of UI benefits at exhaustion. It would therefore

be interesting to be able to replicate this type of test to look at the evolution of this statistics over

the business cycle.

4.2 Liquidity effects and calibrations

To calibrate the welfare effects of UI, following proposition 1, I need estimates of the elastici-

ties of paid unemployment duration and of total non-employment duration, as well as estimates

of the liquidity to moral hazard ratio. In table 6, I give in column (2) and (3) RKD estimates of

the elasticities for the period of interest in Washington. An interesting point to note is that eDB ,

the elasticity of UI duration with respect to potential duration is much larger than the elasticity

of non-employment duration with respect to potential duration eD. The reason is that, because

DB =
B�1

Â
t=0

S(t), we have that ∂DB
∂B =

B�1

Â
t=0

∂S(t)
∂B

+ S(B), which means that the effect of a change in

potential duration on the average duration of UI claims is the sum of the mechanical effect of

truncating the distribution of spells at a later point in time S(B) and a behavioral response. The

difference between the elasticity of paid UI duration and non-employment duration suggests that

the mechanical effect accounts for a large share of the total effect of potential duration on paid

UI duration, and that the pure behavioral response is much smaller. This confirms the results of

Schmieder et al. [2012] for Germany.
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Estimation of liquidity and moral hazard effects:

The estimation of liquidity and moral hazard effects follows from the application of the result of

proposition 2. In practice, I estimate separately in the regression kink design the effect of an in-

crease in benefit level ( ∂s0
∂b

���
B
) and of an increase in potential duration (∂s0

∂B ) on the hazard rate out of

unemployment at the beginning of a spell48. Proposition 2 requires that we estimate the effect of

benefit level and potential duration for the same individuals. To ensure that the characteristics of

individuals at both kinks (in benefit level and potential duration) are the same, I use a re-weighting

approach described in appendix B. Column (4) of table 6 reports ( 1
B

∂s0
∂b

���
B
� 1

b
∂s0
∂B ), the difference

between the RKD estimate of the effect of benefit level (divided by the potential duration) and the

RKD estimate of the effect of potential duration (divided by the benefit level) on s0. Standard er-

rors for all statistics in column (4) are bootstrapped with 40 replications49. By a simple application

of proposition 2, this difference is then divided by F1 =
S(B)�DB+s0

B
DB�s0(B�1) to compute the moral hazard

effect Q1 of an increase in benefit level and the ratio of liquidity to moral hazard r1 in the effect

of an increase in benefit level. I use the observed average survival rates and durations for the full

period July 1980 to July 1981 in Washington and for individuals at the kink of benefit level in order

to compute F1.

The estimate reported in column (4) suggests the existence of substantial liquidity effects, with

a ratio of liquidity effect to moral hazard effect of 44%. This estimate is however smaller than

the figures reported in Chetty [2008], who finds a ratio of roughly 1.5 using data on severance

payments. The great advantage of the RKD strategy is to be able to estimate liquidity effects from

administrative UI data directly, without the need for information on severance payments or for

consumption data. The assumptions for the validity of the identification strategy pursued here are

however important to keep in mind. First, it relies on important assumptions about the optimiza-
48To increase the precision of the estimates, I choose to define s0 as the probability of exiting unemployment in the

first 4 weeks. Shorter definitions for period 0 yield similar results but the standard errors on the estimates of the effect
of potential duration increase sharply.

49To be precise, I merge observations from both samples, the one at the benefit level kink and the one at the
potential duration kink, and draw with replacement 50 different samples from that merged sample. I then replicate the
full estimation procedure from these 50 samples to compute the standard errors on ( 1

B
∂s0
∂b

���
B
� 1

b
∂s0
∂B ), Q1 and r1.
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tion abilities of unemployed individuals. The unemployed must be rational and forward-looking.

If individuals were perfectly myopic for instance, the Euler equation would not hold. The test

about the slackness of the liquidity constraint seems to indicate a certain degree of consumption

smoothing over time, ruling out perfect myopia. But evidence in the labor market (see for instance

DellaVigna and Paserman [2005]) indicates that job seekers may exhibit a lot of impatience. Even

though our identification strategy is valid independently of the value of the discount factor, it rules

out the possibility of forms of impatience such as hyperbolic (beta-delta) discounting. My identi-

fication strategy also necessitates that individuals have very precise information about their benefit

level and potential duration of UI. This seems to be the case nowadays, unemployed individuals re-

ceiving in most states at the beginning of their claim a summary of their rights, with the amount of

their weekly benefits and total duration of benefits in weeks50. Finally, my identification strategy

postulates that unemployed individuals are able to form rational expectations about their survival

rates and expected duration of unemployment at the start of a spell. Evidence in the labor market

also suggests that unemployed individuals may actually exhibit biased perceptions about their un-

employment risks (Spinnewijn [2010]). It is unfortunately difficult to know to what extent such

biased beliefs are likely to affect my estimates, since the moral hazard estimate is at the same time

an increasing function of the expected duration of unemployment and a decreasing function of the

expected survival rate at exhaustion. In other words, biased beliefs would not affect my estimate if

the bias is a simple shifter of the survival curve. If this is not the case, one would need to compare

the full (biased) expected survival curve to the true survival curve to know how these biased per-

ceptions affect the moral hazard and liquidity estimates.

Calibrations

I now use these estimates to calibrate the welfare effects of UI. To calibrate DB/(T �D), which is

equivalent to the Insured Unemployment Rate (IUR), I use the total number of paid unemployed

divided by the total number of employees paying payroll taxes in the wage records in Washing-

ton for the period July 1980 to July 1981. I find DB/(T � D) ⇡ 3.9%. Similarly, I calibrate
50Unfortunately, I was not able to find a copy of UI benefit summary for the period covered by the CWBH, and

could not confirm that such information was already present at the time.
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D/T �D ⇡ 8.5% as the average unemployment rate in Washington during the period computed

from CPS51. From the CWBH data in Washington, I get that w1 =
B

DB�s0(B�1) �1 ⇡ 17. Plugging

the estimated elasticities of column (2) of table 6 into the formula of proposition 1, I get the right-

hand side of the optimal formula w1
DB

T�D(1+ eDB + eD
D

T�D) ⇡ 1.14. With a ratio of liquidity to

moral hazard r1 ⇡ .44, it means that the left-hand side of the formula (1+r1 ⇡ 1.44) is greater

than the right-hand side. This indicates that increasing the benefit level from its current level would

be welfare increasing.

Similarly, one can calibrate the formula for the welfare effects of the potential duration of UI.

Under the approximation that r2 ⇡ r1, and given that in the CWBH data, w2/B ⇡ 14.2, we get that

the right-hand side of equation (2) is approximately equal to 1.29, which is slightly lower than the

left-hand side of the formula. Once again, the result of this calibration suggest that a small increase

in the potential duration of UI would be welfare increasing.

These calibrations show that the size of the liquidity effects is critical to assess the welfare im-

pact of UI. In the absence of liquidity effects (r1 = r2 = 0), the behavioral responses to UI would

be entirely driven by moral hazard, and the right-hand side of the formula in both equations (1) and

(2) would be greater than the left-hand side. The RKD strategy pursued here offers a simple way

to investigate the presence and size of liquidity effects, but this exercise also clearly demonstrates

the need for a deeper understanding and identification of the consumption smoothing benefits of

UI.

Overall, my results confirm the evidence in Chetty [2008] that liquidity effects are substantial,

and that an increase in the replacement rate and duration of UI might be welfare increasing. It

is important however to remember that these policy recommendations are only valid locally, at
51The way I calibrate the ratios DB/(T �D) and D/T �D relies on the assumption, implicit in the model, that

each state UI agency balances its own budget every period. This assumption is somewhat restrictive, since the federal
government subsidizes state UI agencies in practice. In particular, half of the cost of EB extensions is paid by the
federal budget.
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the value of the policy parameters at which the statistics entering the formula are estimated. Ex-

trapolating the optimal level of benefit and duration of UI from these statistics would require the

implausible assumption that all statistics would remain unchanged if we were to modify the policy

parameters52. Moreover, my calibrations are also local in the sense that the empirical strategy iden-

tifies the average liquidity effect and behavioral responses at the kink, and might not be valid for

the full spectrum of the earnings distribution. But the advantage of calibrating the welfare formula

using the regression kink design as described in this paper, is that the formula can technically be

tested in real time, so that any UI administration could easily estimate the welfare effects of the

small adjustments that are usually done in UI legislation such as a change in the maximum benefit

amount.

These calibrations demonstrate the interest and the validity of the RKD to analyze the welfare

implications of UI, since the RKD provides a robust and promising empirical design to study many

behavioral responses to unemployment benefits. Yet, the calibrations presented here are obtained

in a very stylized version of the labor market and rely on some important assumptions that are

worth mentioning. First, throughout the paper, I have assumed perfect take-up of UI. Evidence

shows that the take-up rate of UI is actually significantly lower than 100%. As shown in Kroft

[2008], in the presence of responses to UI at the extensive margin with endogenous take-up costs,

social multiplier effects arise and the optimal replacement rates can be substantially higher than

in traditional models with responses only along the intensive margin53. More importantly, mod-

els in the tradition of Baily [1978] and Chetty [2006] such as the one presented here take a pure

partial equilibrium view of the labor market, with an infinitely elastic labor demand. The un-

employment problem is represented as a pure labor supply story, with no effect of UI on labor

market equilibrium through labor demand effects. As shown in Landais et al. [2010], in equilib-

rium search-and-matching models of the labor market, partial equilibrium labor supply responses
52However, we can gauge from the calibrations that the optimal level and duration of UI benefit are not substantially

higher, since the welfare gains of increasing the benefit level ( dW
db )or potential duration ( dW

dB ) of UI are relatively small.
53Another limitation of the analysis in terms of policy instruments is that UI is the only instrument to facilitate both

intertemporal smoothing and smoothing across states. A natural alternative to resolve credit market failures would be
the provision of loans or UI savings accounts.
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to UI are no longer sufficient to compute the optimal trade-off between insurance and moral haz-

ard, and one needs to estimate equilibrium employment responses as well. Finally, another aspect

of the model is the assumption of stationarity of labor market conditions. Relaxing the assumption

of deterministic labor market conditions would not affect qualitatively the results of the model,

but would complicate the empirical strategy since one would need to have information about how

unemployed individuals expect labor market conditions to evolve over the time of their unemploy-

ment spell.
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Figure 1: LOUISIANA: SCHEDULE OF UI WEEKLY BENEFIT AMOUNT, JAN1979-DEC1983
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Sources: Louisiana Revised Statutes RS 23:1592 and yearly Significant Provisions of State Unemployment
Insurance Laws 1976 to 1984, Dpt of Labor, Employment & Training Administration.
Notes: The graph shows the evolution of the schedule of the weekly benefit amount (WBA) as a determin-
istic and kinked function of the highest quarter of earnings in Louisiana. The schedule applies based on
the date the UI claim was filed, so that a change in the maximum weekly benefit amount does not affect
the weekly benefit amount of ongoing spells.
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Figure 2: LOUISIANA: SCHEDULE OF UI POTENTIAL DURATION, JAN1979-DEC1983
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Sources: Louisiana Revised Statutes RS 23:1592 and weekly state trigger notice reports
Notes: The graph shows the evolution of the schedule of the potential duration of UI benefits as a determin-
istic and kinked function of the ratio of base period earnings to highest quarter of earnings in Louisiana.
The schedule applies based on the date of the week of certified unemployment so that changes in the
schedule do usually affect ongoing spells. Specific eligibility rules also apply to qualify for the different
phases of the FSC.
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Figure 3: LOUISIANA: NUMBER OF OBSERVATIONS IN EACH BIN OF HIGHEST QUARTER
EARNINGS

A. JAN 1979 - SEPT 1981

McCrary Tests:
Discontinuity est.= .068 (.088)
1st deriv. discontinuity est.= −.153 (.085)
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B. SEPT 1981 - DEC 1983

McCrary Tests:
Discontinuity est.= .063 (.114)
1st deriv. discontinuity est.= −.048 (.071)
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Notes: The graph shows the p.d.f of highest quarter of earnings, which is the assignment variable in the RK design for the
estimation of the effect of benefit level. The assignment variable is centered at the kink. The binsize is 250 and passes the test of
excess smoothing recommended in Lee and Lemieux [2010]. I also display two tests of the identifying assumptions of the RKD.
The first is a standard McCrary test of the discontinuity of the p.d.f of the assignment variable. I report here the log difference
in height of the p.d.f at the kink. The second is a test for the continuity of the first derivative of the p.d.f. I report here the
coefficient estimate of the change in slope of the p.d.f in a regression of the number of individuals in each bin on polynomials of
the assignment variable interacted with a dummy for being above the kink. See text for details.



Figure 4: COVARIATES VS HIGHEST QUARTER EARNINGS, LOUISIANA JAN 1979- SEP 1981
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Notes: The graph shows for the first sub-period of analysis in Louisiana the mean values of the covariates in each bin of $250 of
highest quarter of earnings, which is the assignment variable in the RK design for the estimation of the effect of benefit level. The
assignment variable is centered at the kink. The graph shows evidence of smoothness in the evolution of covariates at the kink, in
support of the RKD identification assumptions. Formal tests of smoothness are displayed in table 1.



Figure 5: RKD EVIDENCE OF THE EFFECT OF BENEFIT LEVEL: DURATION OF UI CLAIMS VS
HIGHEST QUARTER EARNINGS FOR ALL 5 STATES
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Notes: The graph shows for the first sub-period of analysis in each state the mean values of the duration of UI claims
in each bin of $250 of highest quarter of earnings, which is the assignment variable in the RK design for the estimation
of the effect of benefit level. The assignment variable is centered at the kink. The graph shows evidence of a kink in
the evolution of the outcome at the kink. Formal estimates of the kink using polynomial regressions of the form of
equation 5 are displayed in table 1. The red lines display predicted values of the regressions in the linear case allowing
for a discontinuous shift at the kink.



Figure 6: LOUISIANA: NUMBER OF OBSERVATIONS IN EACH BIN OF THE RATIO BASE PERIOD / HIGHEST QUARTER EARN-
INGS

A. Jan 1979 - Jan 1980 B. Sept 1981- Jan 1982

McCrary Tests:
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1st deriv. discontinuity est.= −40.309 (122.53)

0
5
0

1
0
0

1
5
0

2
0
0

F
re

q
u
e
n
cy

−1 −.5 0 .5 1
Base Period / Highest Quarter

McCrary Tests:
Discontinuity est.= −.48 (.172)
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0
5
0

1
0
0

1
5
0

2
0
0

F
re

q
u
e
n
cy

−1 −.5 0 .5 1
Base Period / Highest Quarter

C. Jun 1983 - Dec 1983
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Notes: The graph shows the p.d.f of the ratio of base period to highest quarter earnings (centered at the kink), which is the assignment variable in the RK
design for the estimation of the effect of potential duration. The binsize is .05 and passes the bin test of excess smoothing of Lee and Lemieux [2010].
The three sub-periods are chosen so that all individuals face a stable schedule for potential duration during the entire length of their potential duration.



Figure 7: COVARIATES VS RATIO BASE PERIOD / HIGHEST QUARTER EARNINGS IN LOUISIANA FOR JUN 1983 - DEC 1983
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Notes: The graph shows for the last sub-period of analysis of potential duration in Louisiana the mean values of the covariates in each bin of .05 of the
ratio of base period to highest quarter earnings, which is the assignment variable in the RK design for the estimation of the effect of potential duration.
The assignment variable is centered at the kink. The graph shows evidence of smoothness in the evolution of covariates at the kink, in support of the RKD
identification assumptions. Formal tests of smoothness are displayed in table 5.



Figure 8: RKD FOR THE EFFECT OF POTENTIAL DURATION: DURATION OF UI CLAIMS VS ASSIGNMENT VARIABLE IN
LOUISIANA FOR 3 PERIODS

A. Jan 1979 - Jan 1980 B. Sept 1981- Apr 1982
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Notes: The graph shows for the three sub-periods of analysis of potential duration in Louisiana the mean values of the duration of initial spell in each bin
of .05 of the assignment variable centered at the kink. The graph shows evidence of a kink in the evolution of the outcome at the kink. Formal estimates
of the kink are displayed in table 5. The red lines display predicted values in the linear case allowing for a discontinuous shift at the kink.



Table 1: BASELINE RKD ESTIMATES OF THE EFFECT OF BENEFIT LEVEL, LINEAR SPECIFICATION, BANDWIDTH=2500,
LOUISIANA JAN 1979 - DEC 1983

(1) (2) (3) (4) (5) (6) (7)
Duration of
Initial Spell

Duration
UI Claimed

Duration
UI Paid

Age Years of
Education

Male Dependents

Period 1: Jan 1979- Sept 1981
a .036 .041 .038 -.013 -.001 -.001 -.006

(.009) (.009) (.009) (.103) (.023) (.003) (.004)
eb =

dY
db ·

b
Y .382 .421 .366

(.095) (.095) (.087)
p-value .968 .917 .948 .188 .346 .01 .462

N 8073 8073 8073 8036 7449 7983 4814

Period 2: Sept 1981- Dec 83
a .053 .047 .048 .018 .001 -.001 -.004

(.01) (.01) (.01) (.098) (.002) (.003) (.002)
eb =

dY
db ·

b
Y .604 .552 .515

(.116) (.115) (.107)
p-value .396 .706 .442 .426 .085 .481 .414

N 6899 6899 6899 6852 6268 6807 3128

Notes: Duration outcomes are expressed in weeks. a is the RK estimate of the average treatment effect of benefit level on the outcome.
Standard errors for the estimates of a are in parentheses. The elasticity of the three duration outcomes with respect to the UI benefit level
eb = ba · bmax

Y1
, where Y1 is mean duration at the kink point, are also reported. P-values are from a test of joint significance of the coefficients of

bin dummies in a model where bin dummies are added to the polynomial specification in equation 5.



Table 2: SENSITIVITY ANALYSIS OF THE RKD ESTIMATES, EFFECT OF BENEFIT LEVEL, LOUISIANA SEPT 81- DEC 83

(1) (2) (3) (4) (5) (6)
A. Sensitivity to Poly Order B. Sensitivity to Bandwidth

Duration of
Initial Spell

Duration
UI Claimed

Duration
UI Paid

Duration of
Initial Spell

Duration
UI Claimed

Duration
UI Paid

Poly Order=1 Bandwidth=1500
a .053 .047 .048 a .063 .05 .162

(.01) (.01) (.01) (.022) (.021) (.224)
p-value .396 .706 .442 p-value .405 .61 .277

AIC 53847.4 53323.4 53555.8 Opt. poly 1 1 3
N 6899 6899 6899 N 3972 3972 3972

Poly Order=2 Bandwidth=2500
a .092 .075 .091 a .063 .047 .072

(.041) (.039) (.04) (.104) (.01) (.102)
p-value .478 .729 .549 p-value .291 .706 .38

AIC 53849.5 53326.5 53558.1 Opt. poly 3 1 3
N 6899 6899 6899 N 6899 6899 6899

Poly Order=3 Bandwidth=4500
a .063 .074 .072 a .099 .076 .094

(.104) (.1) (.102) (.047) (.046) (.046)
p-value .291 .551 .38 p-value .2 .363 .208

AIC 53845.1 53324.0 53554.0 Opt. poly 3 3 3
N 6899 6899 6899 N 10024 10024 10024

Notes: The table explores the sensitivity of the results to the choice of the polynomial order (panel A) and of the bandwidth (panel B) for the regression specification
in equation 5. In panel A, the bandwidth level is equal to 2500 for all specifications. a is the RK estimate of the average treatment effect of benefit level on the
outcome. Standard errors for the estimates of a are in parentheses. P-values are from a test of joint significance of the coefficients of bin dummies in a model where
bin dummies are added to the polynomial specification in equation 5. AIC is the Aikake Information Criterion.



Table 3: BASELINE RKD ESTIMATES OF THE EFFECT OF BENEFIT LEVEL WITH MORE SUB-
PERIODS, LOUISIANA JAN 1979 - DEC 1983

(1) (2) (3)
Duration of
Initial Spell

Duration
UI Claimed

Duration
UI Paid

Jan-Sep 79 a .024 .028 .026
(.018) (.019) (.018)

p-value .19 .146 .264
N 1898 1898 1898

Sep 79-Sep 80 a .043 .048 .043
(.015) (.015) (.015)

p-value .224 .104 .166
N 3399 3399 3399

Sep 80-Sep 81 a .035 .038 .037
(.015) (.015) (.014)

p-value .049 .023 .035
N 2776 2776 2776

Sep 81-Sep 82 a .051 .04 .05
(.018) (.017) (.017)

p-value .108 .19 .176
N 2905 2905 2905

Sep 82-Dec 83 a .055 .052 .047
(.012) (.012) (.012)

p-value .597 .739 .513
N 3994 3994 3994

Notes: The table explores the sensitivity of the results to the number of sub-periods of analysis. a is the RK estimate of
the average treatment effect of benefit level on the outcome. Standard errors for the estimates of a are in parentheses.
P-values are from a test of joint significance of the coefficients of bin dummies in a model where bin dummies are
added to the polynomial specification in equation 5. The displayed estimates are for the optimal polynomial order
chosen to minimize the Aikake Information Criterion.



Table 4: Washington: Estimates of the Effect of Benefit Level on Unemployment and Non-
Employment Duration

Duration
Initial Spell

Duration
UI Claimed

Duration
UI Paid

Non-
Employment
Duration

Period 1: July 1979- July 1980
a .085 .078 .087 .088

(.018) (.017) (.018) (.022)
eb .68 .69 .657 .419

(.147) (.152) (.136) (.104)
Opt. Poly 1 1 1 1
p-value .162 .197 .198 .327

N 3485 3485 3485 3485

Period 2: July 1980- July 1982
a .07 .059 .077 .056

(.017) (.016) (.017) (.02)
eb .583 .546 .591 .278

(.138) (.146) (.128) (.097)
Opt. Poly 1 1 1 1
p-value .987 .991 .985 .968

N 3601 3601 3601 3601

Period 3: July 1982- Dec 1983
a .054 .035 .055 .059

(.021) (.02) (.021) (.022)
eb .37 .263 .351 .281

(.146) (.153) (.137) (.105)
Opt. Poly 1 1 1 1
p-value .022 .036 .009 .183

N 4275 4275 4275 4275

Notes: Duration outcomes are expressed in weeks. a is the RK estimate of the average treat-
ment effect of the UI benefit level on the outcome. Standard errors for the estimates of a are
in parentheses. P-values are from a test of joint significance of the coefficients of bin dum-
mies in a model where bin dummies are added to the polynomial specification in equation 5.
The optimal polynomial order is chosen based on the minimization of the Aikake Information
Criterion.
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Table 5: BASELINE RKD ESTIMATES OF THE EFFECT OF POTENTIAL DURATION, LOUISIANA

(1) (2) (3) (4) (5) (6) (7)
Duration of
Initial Spell

Duration
UI Claimed

Duration
UI Paid

Age Years of
Education

Male Dependents

Period 1: Jan 1979 - Jan 1980
b .216 .185 .222 -.107 .014 .004 -.013

(.119) (.12) (.117) (.167) (.032) (.006) (.026)
p-value .685 .596 .65 .163 .123 .519 .072

N 3107 3107 3107 3091 2839 3078 1952
Opt. Poly 1 1 1 1 1 1 1

Period 2: Sep 1981 - Apr 1982
b .3 .299 .272 .071 .013 -.007 -.016

(.103) (.099) (.099) (.113) (.024) (.004) (.025)
p-value .593 .546 .488 .416 .118 .31 .427

N 2659 2659 2659 2644 2415 2624 951
Opt. Poly 1 1 1 1 1 1 1

Period 3: Jun 1983 - Dec 1983
b .502 .456 .457 -.004 -.003 -.028 -.092

(.087) (.081) (.084) (.096) (.025) (.017) (.082)
p-value .746 .837 .747 .837 .492 .234 .264

N 1750 1750 1750 1738 1586 1731 935
Opt. Poly 1 1 1 1 1 2 2

Notes: Duration outcomes are expressed in weeks. b is the RK estimate of the average treatment effect of potential duration on the outcome.
Standard errors for the estimates of a are in parentheses. P-values are from a test of joint significance of the coefficients of bin dummies in
a model where bin dummies are added to the polynomial specification in equation 5. The optimal polynomial order is chosen based on the
minimization of the Aikake Information Criterion.



Table 6: RKD ESTIMATES OF BEHAVIORAL RESPONSES TO UI, TESTS FOR THE SLACKNESS OF THE LIQUIDITY CONSTRAINTS, AND
LIQUIDITY EFFECT ESTIMATES, WASHINGTON, JUL 1980 - JUL 1981

(1) (2) (3) (4)

Test for slackness Effect Effect Liquidity and moral
of the liquidity constraint of benefit level of potential duration hazard estimates

∂sB+1
∂bB

-.0019
(.00082)
[.337]

eDB .689 1.361
(.114) (.685)
[.842] [.382]

eD .356 .446
(.076) (.434)
[.893] [.163]

( 1
B

∂s0
∂b

���
B
� 1

b
∂s0
∂B )⇥103 -.068

(.01)
Q1 .0023

(.00029)
r1 .440

(.018)

N 529 5772 2047 7819
Notes 1: For all columns, standard errors for the estimates are in parentheses. P-values are reported between brackets and are from a test of joint significance of the coefficients of bin dummies in a model
where bin dummies are added to the polynomial specification in equation 5. The optimal polynomial order is chosen based on the minimization of the AIC. The bandwidth for the RK estimate of benefit
level is 2500 (assignment variable: highest quarter of earnings) and .75 for the RK estimate of the potential duration (assignment variable: ratio of base period to highest quarter of earnings).
Notes 2: This table shows how to use the RKD to estimate all the statistics entering the formula of proposition (1) to calibrate the welfare effects of UI. Column (1) begins by testing for the slackness of
the liquidity constraint. It reports the RK estimate of b · ∂s

∂bB
, the effect of one additional dollar of UI before 39 weeks on the exit rate of unemployment after exhaustion, between 40 weeks and 60 weeks.

The estimates suggest that the Euler equation holds and that variations in benefits prior to exhaustion affect exit rate of unemployment after the exhaustion point. Column (2) reports the RKD estimate of
the elasticity of UI duration (eDB ) and of the elasticity of non-employment duration (eD) with respect to benefit level. Column (3) reports the RKD estimate of the same elasticities with respect to potential
duration. Column (4) reports the liquidity effect estimates following the strategy detailed in section 4.2. ( 1

B
∂s0
∂b

���
B
� 1

b
∂s0
∂B ) is the difference between the RKD estimate of the effect of benefit level (divided

by the potential duration) and the RKD estimate of the effect of potential duration (divided by the benefit level) on s0 defined as the exit rate out of unemployment in the first 4 weeks of unemployment.
To ensure that the characteristics of individuals at both kinks (in benefit level and potential duration) are the same, I use a reweighing approach described in appendix B. Following proposition 2, this
difference is then used to compute the moral hazard effect Q1 of an increase in benefit level and the ratio of liquidity to moral hazard r1 in the effect of an increase in benefit level. For the three statistics
of column (4), bootstrapped s.e. with 50 replications are in parentheses. See text for additional details.


